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A B S T R A C T

Deep MRI reconstruction is commonly performed with conditional models that de-alias undersampled ac-
quisitions to recover images consistent with fully-sampled data. Since conditional models are trained with
knowledge of the imaging operator, they can show poor generalization across variable operators. Unconditional
models instead learn generative image priors decoupled from the operator to improve reliability against domain
shifts related to the imaging operator. Recent diffusion models are particularly promising given their high
sample fidelity. Nevertheless, inference with a static image prior can perform suboptimally. Here we propose
the first adaptive diffusion prior for MRI reconstruction, AdaDiff, to improve performance and reliability
against domain shifts. AdaDiff leverages an efficient diffusion prior trained via adversarial mapping over large
reverse diffusion steps. A two-phase reconstruction is executed following training: a rapid-diffusion phase that
produces an initial reconstruction with the trained prior, and an adaptation phase that further refines the result
by updating the prior to minimize data-consistency loss. Demonstrations on multi-contrast brain MRI clearly
indicate that AdaDiff outperforms competing conditional and unconditional methods under domain shifts, and
achieves superior or on par within-domain performance.
1. Introduction

Magnetic resonance imaging (MRI) is a preferred modality in di-
agnostic applications due to its exceptional soft-tissue contrast, yet
canonically long exams hinder its clinical use. A fundamental solution is
to shorten scan times by undersampling k-space acquisitions and solve
an ill-posed inverse problem to reconstruct images (Lustig et al., 2007;
Gu et al., 2021). In recent years, deep learning methods have become
a gold standard in MRI reconstruction, given their ability to solve
complex inverse problems based on data-driven priors (Liang et al.,
2020; Yang et al., 2016; Wang et al., 2016; Hammernik et al., 2017;
Schlemper et al., 2017; Dar et al., 2020a; Kwon et al., 2017; Yaman
et al., 2021). Many proposed methods are based on conditional models
that process undersampled acquisitions provided as input to recover
output images that are consistent with fully-sampled acquisitions (Zhu
et al., 2018; Aggarwal et al., 2019; Hyun et al., 2018; Lee et al., 2018;
Knoll et al., 2019; Yoon et al., 2018; Ye et al., 2018; Quan et al.,
2018; Yu et al., 2018; Adler and Oktem, 2018; Guo et al., 2021).
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This conditional mapping can be learned explicitly from a training
dataset of paired undersampled and fully-sampled acquisitions (Dar
et al., 2020b; Mardani et al., 2019; Biswas et al., 2019; Wang et al.,
2019; Yang et al., 2020; Eo et al., 2018; Cheng et al., 2019; Qin et al.,
2019; Hosseini et al., 2020). To alleviate requirements on training
data, the mapping can also be learned implicitly on undersampled
acquisitions via self-supervision (Tamir et al., 2019; Wang et al., 2020b;
Cole et al., 2020; Yaman et al., 2020; Huang et al., 2019; Liu et al.,
2020; Aggarwal et al., 2021) or cycle-consistency approaches (Quan
et al., 2018; Oh et al., 2020; Lei et al., 2021; Chung et al., 2021; Lu
et al., 2021). Regardless of the learning strategy, conditional models
capture a de-aliasing prior to suppress undersampling artifacts, so they
have explicit knowledge of the imaging operator that reflects the choice
of sampling patterns and coil sensitivities for acceleration (Polak et al.,
2020; Feng et al., 2021; Küstner et al., 2020; Sriram et al., 2020).
Deep reconstruction models are commonly trained based on a relatively
standardized imaging operator to help maximize performance (Knoll
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et al., 2020). However, in the testing stage, an end user might have to
prescribe spontaneous changes to the imaging operator (e.g. changes
in acceleration rate, sampling density or number of coils) in order
to meet practical considerations on image quality or scan time. Since
the imaging operator inherently determines the characteristics of alias-
ing artifacts in undersampled acquisitions, such domain shifts in the
operator can compromise reconstruction performance and necessitate
re-training of conditional models (Narnhofer et al., 2019; Liu et al.,
2021). To avoid potential losses in generalization performance, deep re-
construction models that are resilient against variations in the imaging
operator between the training and test sets are direly needed.

An alternative framework employs unconditional models that are
not trained to perform the reconstruction task (i.e., mapping under-
sampled to fully-sampled data), but instead to capture generative image
priors through auxiliary tasks such as additive noise removal (Ahmad
et al., 2020), image autoencoding (Tezcan et al., 2019; Liu et al.,
2020; Tezcan et al., 2022) or image generation (Narnhofer et al., 2019;
Darestani and Heckel, 2021; Luo et al., 2020; Korkmaz et al., 2022; El-
mas et al., 2022). Image priors are only combined with the imaging op-
erator during inference, so they improve generalization against variable
operators as they are agnostic to undersampling (Tezcan et al., 2019;
Narnhofer et al., 2019). Adversarial priors are particularly prominent
as they offer elevated sensitivity to detailed tissue structure (Narnhofer
et al., 2019; Korkmaz et al., 2022), but they might manifest poor
diversity in generated image samples (Dhariwal and Nichol, 2021).
As a promising surrogate, diffusion models enhance sample diversity
while maintaining comparable sample quality (Ho et al., 2020). Recent
studies have reported remarkable reconstructions with alternated pro-
jections through diffusion priors and through the imaging operator to
enforce consistency to acquired data (Jalal et al., 2021; Chung and Ye,
2022; Song et al., 2022; Chung et al., 2022; Luo et al., 2022; Xie and
Li, 2022; Peng et al., 2022). Still, static diffusion priors can limit model
performance under domain shifts in the MR image distribution, which
can result from changes in the pulse sequence or scanner settings.

Here we introduce a novel diffusion-based method, AdaDiff, to im-
prove performance and reliability against domain shifts in accelerated
MRI reconstruction. AdaDiff learns an unconditional diffusion prior for
high-fidelity image generation (Fig. 1), and adapts the diffusion prior
during inference for enhanced performance (Fig. 2). Vanilla diffusion
models generate images through a long sequence of inference steps,
resulting in prolonged image sampling (Ho et al., 2020). We instead
propose a diffusion model based on an adversarial mapper to gener-
ate images in few, large reverse diffusion steps for a notable speed
up in image sampling. A two-phase reconstruction is then employed
during inference: a rapid-diffusion phase that produces an initial re-
construction by fast image sampling based on the trained prior, and an
adaptation phase that produces a refined reconstruction by updating
the prior to minimize data-consistency loss. The adversarial diffusion
prior enables AdaDiff to reconstruct high-quality images in fewer in-
ference iterations compared to static, untrained or non-adversarial
diffusion priors.

The proposed method is demonstrated for reconstruction of multiple
contrasts in brain MRI based on a unified model trained on mixed con-
trasts. Experiments are reported for within-domain cases with matched
imaging operator and image distribution between training-test sets, and
cross-domain cases with a domain shift in the operator or the MR image
distribution. Comparisons are provided against state-of-the-art tradi-
tional, conditional and unconditional deep models. In general, AdaDiff
achieves superior or on par performance in within-domain cases, and
outperforms competing methods in cross-domain cases. Code to imple-
ment AdaDiff is available at https://github.com/icon-lab/AdaDiff.

Contributions
• To our knowledge, AdaDiff is the first prior adaptation method

based on diffusion models in literature for accelerated MRI re-
2

construction.
• The proposed method leverages a rapid diffusion process with an
adversarial mapper for efficient sampling from the diffusion prior.

• Inference adaptation is performed on the trained diffusion prior
to improve performance and reliability against domain shifts.

2. Related work

Unconditional models that decouple the image prior from the imag-
ing operator promise enhanced generalization in MRI reconstruction
(Narnhofer et al., 2019; Tezcan et al., 2019; Liu et al., 2020; Korkmaz
et al., 2022; Ahmad et al., 2020; Darestani and Heckel, 2021; Luo et al.,
2020). In this generative modeling (GM) framework, image priors are
typically learned to capture information regarding the distribution of
high-quality MRI data (Narnhofer et al., 2019; Tezcan et al., 2019;
Liu et al., 2020; Korkmaz et al., 2022; Elmas et al., 2022; Luo et al.,
2020). A common approach rests on generative adversarial networks
(GANs) that indirectly characterize the data distribution (Narnhofer
et al., 2019; Liu et al., 2020; Korkmaz et al., 2022; Elmas et al., 2022).
Despite the realism of generated image samples, GAN-based methods
can be susceptible to low representational diversity that can hamper
reconstruction performance.

A recent class of GMs based on diffusion promise enhanced rep-
resentational diversity over GANs. Diffusion models use a multi-step
process to gradually transform Gaussian noise into image samples. Un-
like GANs, they directly characterize correlates of the data distribution
(e.g., derivative or lower bound of log-likelihood). The learned priors
are coupled with the imaging operator at time of inference (Jalal et al.,
2021; Chung and Ye, 2022; Song et al., 2022; Chung et al., 2022; Luo
et al., 2022; Peng et al., 2022). Reconstruction can then be performed
via repeated projections through the diffusion prior and the operator.
Projections through the diffusion prior involve generation of image
samples. For instance, Jalal et al. (2021) and Luo et al. (2022) proposed
sampling with score-based functions and Langevin dynamics; Chung
and Ye (2022) and Song et al. (2022) used a predictor to solve a
stochastic differential equation followed by Langevin sampling. High
image quality has typically been reported with diffusion-based MRI
reconstruction (Peng et al., 2022).

Despite their prowess, diffusion-based methods are not without
limitation. Vanilla diffusion models use hundreds of reverse steps for
image generation (Jalal et al., 2021), elevating computational bur-
den. Peng et al. (2022) considered rescaling the diffusion step size
during inference to accelerate image sampling, but this can potentially
reduce the accuracy of reverse diffusion steps (Ho et al., 2020). Chung
et al. (2022) proposed to obtain an initial reconstruction via a separate
method, and then initiate the reverse diffusion process with this initial
reconstruction for faster inference. While promising, this approach
involves implementation of a second reconstruction method. Further-
more, existing diffusion methods learn a static prior that is kept fixed
during inference. In turn, a trained prior might be rendered suboptimal
by domain shifts in the image distribution between the training-test
sets (Narnhofer et al., 2019).

Here we propose an adaptive diffusion prior, AdaDiff, for MRI
reconstruction. AdaDiff differs from recent GM-based reconstruction
methods in several key aspects. Unlike GAN-based methods that use
adversarial learning for single-shot mapping from noise variables onto
images, AdaDiff is based on a multi-step diffusion process to improve
fidelity in generated image samples. Unlike methods based on static dif-
fusion priors, AdaDiff performs subject-specific adaptation of its prior
during inference to increase conformity of its prior to the distribution of
the test data. Finally, unlike diffusion methods based on a long-chain of
sampling steps, AdaDiff performs diffusion modeling in few large steps

implemented via adversarial mapping for enhanced reliability.

https://github.com/icon-lab/AdaDiff
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Fig. 1. (a) Diffusion models generate an actual image (𝑥0) starting from isotropic Gaussian noise (𝑥𝑇 ) through a gradual process with forward and reverse steps. In a forward
step, scaled Gaussian noise is added onto the previous sample 𝑥𝑡−1 to obtain a noisier sample 𝑥𝑡 (Eq. (3)). In a reverse step, additive noise on 𝑥𝑡+1 is suppressed to obtain 𝑥𝑡.
This reverse mapping is parameterized as projection through a neural network, 𝑝𝜃

(

𝑥𝑡|𝑥𝑡+1
)

. Vanilla diffusion models use small step sizes to ensure approximate normality of the
reverse transition probability 𝑞

(

𝑥𝑡|𝑥𝑡+1
)

, resulting in prolonged sampling. (b) AdaDiff leverages rapid diffusion with a large step size 𝑘 to transform between 𝑥0 and 𝑥𝑇 in few steps
(Eq. (8)). Because the added noise in each step is scaled up to account for large step size, the normality assumption for the reverse transition probability 𝑞

(

𝑥𝑡|𝑥𝑡+𝑘
)

breaks down.
To address this issue, AdaDiff employs an adversarial mapper that implicitly characterizes the distribution of the reverse diffusion steps. The generator estimates denoised image
samples (Eq. (12)), whereas the discriminator distinguishes actual samples based on the forward diffusion process from synthesized samples produced by the generator (Eq. (11)).
3. Theory

3.1. MRI reconstruction

Accelerated MRI entails recovery of a subject’s MR image 𝑥 from
undersampled k-space acquisitions 𝑦:

𝐴𝑥 = 𝑦 (1)

where 𝐴 = 𝛺𝐵 is the imaging operator that captures the influence
of the k-space undersampling pattern (𝛺) and coil sensitivities (𝐵),
and  denotes Fourier transform. Since the inverse problem in Eq. (1)
is ill-posed, prior information is typically incorporated to obtain a
reconstruction (𝑥:

(𝑥 = min ‖𝐴𝑥 − 𝑦‖ + 𝑅(𝑥, 𝑦) (2)
3

𝑥 2
where 𝑅(𝑥, 𝑦) denotes the regularization term that enforces the prior.
Given a training set of MRI data, conditional models capture a de-
aliasing prior often conditioned on the inverse Fourier transform of
undersampled data as input 𝑅(𝑥|−1(𝑦)). Instead, unconditional models
capture a generative image prior agnostic to undersampling, 𝑅(𝑥). Since
image priors are not tied to specific imaging operators, they promise
improved reliability against domain shifts in the operator.

3.2. Diffusion models

Diffusion models are likelihood-based GMs that express image gen-
eration as a temporal Markov process (Fig. 1a). Modeling involves
forward and reverse processes that conventionally comprise hundreds
of steps (Ho et al., 2020). The forward process adds a small amount of
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Fig. 2. AdaDiff employs a two-phase reconstruction given a learned diffusion prior with a trained generator 𝐺𝜃0𝐺
. (a) The rapid diffusion phase calculates a fast, initial solution

as a compromise between consistency with the learned prior and consistency with the imaging operator. Starting with a Gaussian noise sample (𝑥 𝑇 , interleaved projections are
performed through data-consistency (DC) blocks (Eq. (19)) and reverse diffusion steps (Eq. (20)). The sample at time step 0 is taken as the initial reconstruction, (𝑥 0 = (𝑥 𝑖𝑛𝑖𝑡. (b)
The adaptation phase refines the diffusion prior per test subject to further improve the initial reconstruction. To do this, the generator parameters (𝜃𝐺) are iteratively optimized to
minimize a data-consistency loss (Eq. (21)). At the 𝑗th iteration, the generator receives the initial reconstruction (𝑥 𝑖𝑛𝑖𝑡 to synthesize a coil-combined image 𝑥̃𝑗0. Synthetic multi-coil
images are obtained by projecting 𝑥̃𝑗0 through the imaging operator 𝐴 that encapsulates estimated coil sensitivities and undersampling in k-space with the subject’s prescribed
sampling mask 𝛺. The data-consistency loss is taken as the difference between synthesized and acquired data in k-space. The generator output at the end of 𝐽 iterations is taken
as the final reconstruction (𝑥 𝑓𝑖𝑛.
isotropic Gaussian noise 𝑧 ∼  (0, I) in each step to modify an actual
image 𝑥0 ∼ 𝑞

(

𝑥0
)

at time step 0, and produce a sequence of noisy
samples 𝑥1∶𝑇 where 𝑇 is the final time step. At step 𝑡, the relationship
between 𝑥𝑡 and 𝑥𝑡−1, and the corresponding conditional distribution
𝑞
(

𝑥𝑡|𝑥𝑡−1
)

can be described as follows:

𝑥𝑡 =
√

1 − 𝛽𝑡𝑥𝑡−1 +
√

𝛽𝑡𝑧, (3)

𝑞
(

𝑥𝑡|𝑥𝑡−1
)

= 
(

𝑥𝑡;
√

1 − 𝛽𝑡𝑥𝑡−1, 𝛽𝑡I
)

(4)

where 𝛽𝑡 is the noise scaling. After a large number of forward steps, 𝑥𝑡
approaches an isotropic Gaussian sample.

The reverse process gradually removes the added noise in 𝑥𝑇 to
recollect 𝑥0. Diffusion models operationalize each reverse step as 𝑥𝑡 =
𝑓𝜃(𝑥𝑡+1), where 𝑓𝜃 denotes projection through a network with parame-
ters 𝜃. The network can be trained to minimize a lower bound on the
negative log-likelihood:

𝐿lb =
𝑇−1
∑

𝑡=0
𝐷𝐾𝐿

(

𝑞
(

𝑥𝑡|𝑥𝑡+1
)

∥ 𝑝𝜃
(

𝑥𝑡|𝑥𝑡+1
))

(5)

where 𝑝𝜃
(

𝑥𝑡|𝑥𝑡+1
)

denotes the parametrization of 𝑞
(

𝑥𝑡|𝑥𝑡+1
)

, and 𝐷𝐾𝐿
is the Kullback–Leibler (KL) divergence. Note that 𝑞

(

𝑥𝑡|𝑥𝑡+1
)

is gen-
erally unknown, so Eq. (5) cannot be evaluated and an alternative
4

formulation is adopted:

𝐿lb = −𝑙𝑜𝑔𝑝𝜃
(

𝑥0|𝑥1
)

+
𝑇−1
∑

𝑡=1
𝐷𝐾𝐿

(

𝑞
(

𝑥𝑡|𝑥𝑡+1, 𝑥0
)

∥ 𝑝𝜃
(

𝑥𝑡|𝑥𝑡+1
))

(6)

where the auxiliary distribution 𝑞
(

𝑥𝑡|𝑥𝑡+1, 𝑥0
)

has a closed-form expres-
sion (Ho et al., 2020). For small step sizes, 𝑞

(

𝑥𝑡|𝑥𝑡+1, 𝑥0
)

≈ 𝑞
(

𝑥𝑡|𝑥𝑡+1
)

,
so a generator network can learn the desired mapping by minimizing
Eq. (6). A common approach to minimize 𝐿lb is to predict the additive
noise 𝑧 given 𝑥𝑡+1 and 𝑥0 as input (Ho et al., 2020):

min
𝜃

E
[

‖

‖

‖

‖

√

𝛽𝑡+1𝑧 −
(

𝑥𝑡+1 −
√

1 − 𝛽𝑡+1𝑓𝜃(𝑥𝑡+1)
)

‖

‖

‖

‖2

]

(7)

where E is expectation of the difference norm between the scaled noise
added onto 𝑥𝑡 in the forward step and the noise predicted by the
network in the reverse step.

A trained diffusion model can be used to generate random image
samples during inference. Starting from a noise image 𝑥𝑇 ∼  (0, I),
hundreds of reverse steps are performed using 𝑝𝜃

(

𝑥𝑡|𝑥𝑡+1
)

to obtain an
image sample 𝑥0. For MRI reconstruction, reverse diffusion projections
are interleaved with data-consistency projections to align the generated
image sample with the acquired k-space data for each subject (Luo
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et al., 2022; Peng et al., 2022). However, recent reconstruction meth-
ods use static diffusion priors that can potentially elicit suboptimal
performance.

3.3. AdaDiff

Here we propose to perform prior adaptation on a diffusion model
for enhanced performance in MRI reconstruction. AdaDiff is trained to
efficiently generate high-quality image samples via a rapid diffusion
process with substantially fewer steps than typically used (Fig. 1b).
Vanilla diffusion models assume approximate normality for reverse
transition probabilities 𝑞

(

𝑥𝑡|𝑥𝑡+1
)

, but this assumption breaks down
ith increasing step size (Ho et al., 2020; Xiao et al., 2022). To

mprove accuracy, we propose an adversarial mapper to parametrize
he reverse diffusion steps as inspired by a recent study on natural
mage synthesis (Xiao et al., 2022). Given a trained diffusion prior,

two-phase reconstruction is employed to recover a subject’s im-
ges during inference (Fig. 2). In the rapid diffusion phase, an initial
econstruction is obtained via interleaved reverse diffusion and data-
onsistency projections. In the prior adaptation phase, the prior is
ombined with the imaging operator to evaluate a data-consistency
oss based on the difference between generated and measured k-space
ata. The parameters of the prior are iteratively updated to minimize
he data-consistency loss. The image generated by the adapted prior is
aken as the final reconstruction.

.3.1. Training of the prior
Vanilla diffusion models prescribe small step sizes to approxi-

ate 𝑞
(

𝑥𝑡|𝑥𝑡+1
)

with an auxiliary Gaussian distribution, necessitating
computationally-intensive inference with a large number of diffusion
steps. We instead adopt a rapid adversarial diffusion model with a large
step size of 𝑘 as described in Xiao et al. (2022):

𝑥𝑡 =
√

1 − 𝛾𝑡𝑥𝑡−𝑘 +
√

𝛾𝑡𝑧, (8)
(

𝑥𝑡|𝑥𝑡−𝑘
)

= 
(

𝑥𝑡;
√

1 − 𝛾𝑡𝑥𝑡−𝑘, 𝛾𝑡I
)

(9)

where the noise variance 𝛾𝑡 has to be greater than 𝛽𝑡 to compen-
ate for large 𝑘. Because the normality assumption does not hold for
(

𝑥𝑡|𝑥𝑡+𝑘
)

, the original likelihood formulation must be considered for
he lowerbound:

lb =
∑

𝑡=𝑟𝑘
𝑟=[0,…,𝑇 ∕𝑘−1]

𝐷𝐾𝐿
(

𝑞
(

𝑥𝑡|𝑥𝑡+𝑘
)

∥ 𝑝𝜃
(

𝑥𝑡|𝑥𝑡+𝑘
))

(10)

here is no closed-form expression for 𝑞
(

𝑥𝑡|𝑥𝑡+𝑘
)

, so we introduce an
dversarial mapper to implicitly capture the conditional distribution
or the reverse diffusion steps. A generator 𝐺𝜃𝐺 is used to parametrize
sampling distribution 𝑝𝜃𝐺

(

𝑥𝑡|𝑥𝑡+𝑘
)

that synthesizes 𝑥̂𝑡. Meanwhile, a
discriminator 𝐷𝜃𝐷 differentiates between synthetic samples (𝑥̂𝑡) drawn
from 𝑝𝜃𝐺

(

𝑥𝑡|𝑥𝑡+𝑘
)

and actual samples (𝑥𝑡) drawn from the true denois-
ing distribution 𝑞

(

𝑥𝑡|𝑥𝑡+𝑘
)

. Both 𝐺𝜃𝐺 and 𝐷𝜃𝐷 receive time index 𝑡 + 𝑘
as input. In this framework, the discriminator is trained to minimize an
adversarial loss (Dar et al., 2019) coupled with a gradient penalty to
improve learning (Mescheder et al., 2018):

𝐿𝐷 =
∑

𝑡≥0
E𝑞(𝑥𝑡+𝑘)[E𝑞(𝑥𝑡|𝑥𝑡+𝑘)

[

− log
(

𝐷𝜃𝐷

(

𝑥𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

+ E𝑝𝜃𝐺 (𝑥𝑡|𝑥𝑡+𝑘)
[

− log
(

1 −𝐷𝜃𝐷

(

𝑥̂𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

+ E𝑞(𝑥𝑡|𝑥𝑡+𝑘)[
1
2
‖

‖

‖

∇𝑥𝑡𝐷𝜃𝐷 (𝑥𝑡, 𝑥𝑡+𝑘, 𝑡)
‖

‖

‖2
]] (11)

To avoid saturation, the generator is trained accordingly to maximize
the following loss function:

𝐿𝐺 =
∑

E𝑞(𝑥𝑡+𝑘)𝑝𝜃𝐺 (𝑥𝑡|𝑥𝑡+𝑘)
[

− log
(

𝐷𝜃𝐷

(

𝑥̂𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

(12)
5

𝑡≥0 𝑥
While the first and third terms in Eq. (11) require sampling from the
unknown 𝑞(𝑥𝑡|𝑥𝑡+𝑘), an equivalent formulation can be derived in terms
of the known forward distribution 𝑞(𝑥𝑡+𝑘|𝑥𝑡):

E𝑞(𝑥𝑡+𝑘)𝑞(𝑥𝑡|𝑥𝑡+𝑘) ≈ E𝑞(𝑥0)𝑞(𝑥𝑡|𝑥0)𝑞(𝑥𝑡+𝑘|𝑥𝑡) = E𝑞(𝑥0 ,𝑥𝑡)𝑞(𝑥𝑡+𝑘|𝑥𝑡) (13)

eanwhile, Eq. (12) and the second term in Eq. (11) require sampling
rom the network parameterized distribution as 𝑥̂𝑡 ∼ 𝑝𝜃𝐺 (𝑥𝑡|𝑥𝑡+1).
lthough it is possible to use 𝐺𝜃𝐺 to predict 𝑥𝑡, estimates from an insuf-

iciently trained generator at intermediate stages can yield suboptimal
esults. Thus, here we operationalize the sampling distribution based
n the generator as:

𝜃𝐺

(

𝑥𝑡|𝑥𝑡+𝑘
)

∶= 𝑞
(

𝑥𝑡|𝑥𝑡+𝑘, 𝑥̃0
)

(14)

here the generator is used to estimate the denoised image sample at
= 0 as 𝑥̃0 = 𝐺𝜃𝐺 (𝑥𝑡+𝑘, 𝑡+ 𝑘). Assuming that 𝑥̃0 is a reasonable estimate
f 𝑥0, 𝑞

(

𝑥𝑡|𝑥𝑡+𝑘, 𝑥̃0
)

can be shown to have a closed form expression
𝜃𝐺 (𝜇, 𝛾) with:

𝜇 =

√

𝛼𝑡𝛾𝑡
1 − 𝛼𝑡+𝑘

𝑥̃0 +

√

𝛼𝑡+𝑘
(

1 − 𝛼𝑡
)

1 − 𝛼𝑡+𝑘
𝑥𝑡+𝑘 (15)

𝛾 =
1 − 𝛼𝑡
1 − 𝛼𝑡+𝑘

𝛾𝑡+𝑘 (16)

where 𝛼𝑡 ∶= 1 − 𝛾𝑡 and 𝛼𝑡 ∶=
∏

𝜏=𝑟𝑘
𝑟=[0,…,𝑡∕𝑘]

𝛼𝜏 (Ho et al., 2020). Since
ur proposed formulation does not involve a normality assumption on
(

𝑥𝑡|𝑥𝑡+𝑘
)

, it can improve accuracy of reverse diffusion mappings at
arge step sizes. Finally, the discriminator and generator losses can be
xpressed as:

𝐷 =
∑

𝑡≥0

(

E𝑞(𝑥0 ,𝑥𝑡)E𝑞(𝑥𝑡+𝑘|𝑥𝑡)
[

− log
(

𝐷𝜃𝐷

(

𝑥𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

+ E𝑞(𝑥𝑡+𝑘)E𝜃𝐺 (𝜇,𝛾)
[

− log
(

1 −𝐷𝜃𝐷

(

𝑥̂𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

+ E𝑞(𝑥0 ,𝑥𝑡)E𝑞(𝑥𝑡+𝑘|𝑥𝑡)[
1
2
‖

‖

‖

∇𝑥𝑡𝐷𝜃𝐷 (𝑥𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘)‖‖
‖2
]
)

(17)

𝐿𝐺 =
∑

𝑡≥0
E𝑞(𝑥𝑡+𝑘)E𝜃𝐺 (𝜇,𝛾)

[

− log
(

𝐷𝜃𝐷

(

𝑥̂𝑡, 𝑥𝑡+𝑘, 𝑡 + 𝑘
)

)]

(18)

.3.2. Reconstruction with the prior
The diffusion prior is trained to capture the distribution of high-

uality MR images so as to generate random image samples. However,
hese synthetic images do not correspond to a test subject as they are
ot informed about the imaging operator and the resultant acquired
ata (Narnhofer et al., 2019). Thus, reconstruction requires a solution
t the intersection of the image sets spanned by the diffusion prior
ersus the operator. Here we propose a two-phase reconstruction with
apid diffusion and prior adaptation stages (Fig. 2). In rapid diffusion,
n initial reconstruction is computed as a fast, compromise solution
etween the trained diffusion prior and the imaging operator. Note
hat the image sets for the diffusion prior and the operator can weakly
ntersect due to distributional shifts between training and test subjects.
o improve performance, prior adaptation refines the reconstruction by
pdating the diffusion prior to better conform it to the distribution of
ndividual test subjects.
Rapid diffusion: The rapid diffusion phase calculates an initial

econstruction ( (𝑥 𝑖𝑛𝑖𝑡) that is a compromise solution between the image
sets spanned by the imaging operator and the trained diffusion prior.
This compromise solution can be obtained by alternating between
data-consistency projections that sample images consistent with the op-
erator, and reverse diffusion projections that sample images consistent
with the trained diffusion prior (Jalal et al., 2021). Starting with (𝑥 𝑇
at time step 𝑇 randomly drawn from a Gaussian noise distribution,
the two projections can be performed progressively across time steps.
Given (𝑥 𝑡+𝑘, the data-consistency projection at time step 𝑡 + 𝑘 can be
mplemented as in Peng et al. (2022):

̇ = ( 𝐻 (
𝑡+𝑘 𝑥 𝑡+𝑘 + 𝐴 (𝑦 − 𝐴𝑥 𝑡+𝑘) (19)
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where 𝐴𝐻 denotes the Hermitian adjoint of 𝐴. The reverse diffusion
rojection can then be performed by sampling (𝑥 𝑇 from 𝑞(𝑥𝑡|𝑥𝑡+𝑘, 𝑥̃0) as

described in Eq. (14), where 𝑥𝑡+𝑘 is taken as 𝑥̇𝑡+𝑘, and 𝑥̃0 is computed
via the generator as:

𝑥̃0 = 𝐺𝜃𝐺 (𝑥̇𝑡+𝑘, 𝑡 + 𝑘) (20)

Unlike conventional diffusion methods, AdaDiff leverages a rapid dif-
fusion model with large step size. Thus, the initial reconstruction can
be computed as (𝑥 𝑖𝑛𝑖𝑡 =

(𝑥 0 in a few steps.
Prior adaptation: Taking the initial reconstruction (𝑥 𝑖𝑛𝑖𝑡 as input,

he adaptation phase further refines the diffusion prior to improve the
econstruction. To do this, the generator parameters (𝜃𝐺) are fine-tuned
o minimize a data-consistency loss between synthesized and acquired
-space data:

∗
𝐺 = min

𝜃𝐺

‖

‖

‖

𝐴𝐺𝜃𝐺 (

(𝑥 𝑖𝑛𝑖𝑡, 0) − 𝑦‖‖
‖1

(21)

Starting with the trained generator parameters at iteration 𝑗 = 1,
q. Eq. (21) is solved by iteratively updating 𝜃𝐺. At the 𝑗th itera-
ion, synthetic multi-coil k-space data are obtained by projecting the
ynthetic coil-combined image produced by the generator (i.e., 𝑥̃𝑗0 =

𝜃𝑗𝐺
( (𝑥 𝑖𝑛𝑖𝑡, 0)) through the imaging operator, where 𝜃𝑗𝐺 represents the

arameters of the generator at 𝑗th iteration. The imaging operator is
erived from estimated coil sensitivities 𝐵 (Uecker et al., 2014) and
he subject’s prescribed sampling mask 𝛺. After 𝐽 iterations, 𝜃∗𝐺 is taken

as 𝜃𝐽𝐺, and the final reconstruction ( (𝑥 𝑓𝑖𝑛) is computed as the synthetic
image produced by the generator:

(𝑥 𝑓𝑖𝑛 = 𝐺𝜃𝐽𝐺
( (𝑥 𝑖𝑛𝑖𝑡, 0) (22)

. Methods

.1. Datasets

Demonstrations were performed on multi-contrast brain MRI from
XI (http://brain-development.org/ixi-dataset/) and fastMRI (Knoll
t al., 2020) datasets. In IXI, coil-combined magnitude images for T1-
T2- and PD-weighted acquisitions were analyzed as single-coil data.
equence parameters were repetition time (TR) = 9.813 ms, echo time
TE) = 4.603 ms, flip angle=8◦ for T1 scans, TR = 8178 ms, TE =
00 ms, flip angle=90◦ for T2 scans, TR = 8178 ms, TE = 8 ms, flip
ngle=90◦ for PD scans, and a voxel size of 0.94 × 0.94 × 1.2 mm3

for all. The training, validation and test sets contained (21, 15, 30)
subjects resulting in (2268, 1620, 3240) cross-sections across the three
contrasts. In fastMRI, multi-coil complex k-space data for T1-, T2- and
FLAIR-weighted acquisitions were analyzed. Since MRI scans were con-
ducted at separate sites with heterogeneous protocols, only data with at
least 10 cross-sections and 20 coil elements were selected. To improve
the computational efficiency of reconstruction models, geometric coil
compression was used to map multi-coil data onto 5 or 10 virtual coils
that preserved over 95% and 98% of the energy in the original data,
respectively (Zhang et al., 2013). The training, validation, test sets
included (240, 60, 120) subjects resulting in (2400, 600, 1200) cross-
sections across contrasts. Data were retrospectively undersampled in
the transverse plane (i.e., anterior–posterior and left–right dimensions)
using variable-density random undersampling (Lustig et al., 2007). A
normal sampling density was assumed with covariance adjusted to
achieve acceleration rates of R = 4x, 8x or 12x. Coil sensitivities
were estimated from a fully-sampled central calibration region via
ESPIRiT (Uecker et al., 2014). Volumetric k-space data undersampled in
the transverse plane were inverse Fourier transformed across the fully-
sampled superior/inferior dimension. Then, 2D cross-sections across
the fully-sampled dimension were individually reconstructed (Haldar
and Zhuo, 2016; Aggarwal et al., 2019).
6

4.2. Network architecture

AdaDiff implemented reverse diffusion steps via an adversarial map-
per comprising a generator and a discriminator (Fig. 3). The generator
followed a residual encoder–decoder structure to help project the image
sample between consecutive time steps, given time index 𝑡 (i.e., the
current time step value in the diffusion process) and a set of random
normal variables 𝑧 (Xiao et al., 2022). A total of 6 encoder stages
were used, each stage containing 2 flat residual blocks followed by a
downsampling residual block (by a factor of 2). Attention layers were
used in the last two stages, and downsampling was omitted in the final
stage. A total of 6 decoder stages were used, each stage containing 3 flat
residual blocks followed by an upsampling residual block (by a factor of
2). An attention layer was used in the second stage, and upsampling was
omitted in the final stage. Feature maps in each generator block were
modulated via adaptive group normalization given a latent embedding
vector (Zheng et al., 2020). This vector was computed via a multi-layer
perceptron (MLP) containing 8 fully-connected (FC) layers to embed
random normal variables 𝑧 (Karras et al., 2019). The discriminator
followed a residual encoder structure (He et al., 2016) to distinguish
actual versus synthetic image samples. A total of 6 encoder stages were
used, each containing a downsampling residual block (by a factor of 2).
A final MLP with 1 FC layer was used for discrimination. All generator
and discriminator blocks received a time embedding vector computed
by projecting a sinusoidal encoding of the time index through a 2-layer
MLP (Song et al., 2020), and this vector was added as a channel-specific
bias term onto feature maps. Upsampling was performed by inserting
intermediate zero-valued pixels and convolving with a learnable finite-
impulse-response (FIR) filter, and downsampling was performed by
convolving with a learnable FIR and discarding intermediate pixels
as described in Karras et al. (2020). SiLU activation functions were
used in generator blocks and MLP layers, and leaky ReLU functions
with negative slope 0.2 were used in discriminator blocks. Both the
generator and discriminator employed 2 channels to represent the real
and imaginary parts of images.

4.3. Competing methods

AdaDiff was demonstrated for MRI reconstruction against a tra-
ditional method (LORAKS), conditional models (rGAN, MoDL), and
unconditional models (GANprior, DDPM, DiffRecon). Conditional mod-
els were trained to map inverse Fourier transform of undersampled
data onto ground-truth images derived from fully-sampled data. Un-
conditional models were trained to generate coil-combined MR image
samples derived from fully-sampled data. An exponentially decreasing
noise scheduler with parameters 𝛽𝑚𝑖𝑛, 𝛽𝑚𝑎𝑥 = {0.1, 20} was adopted for
ll diffusion models (Song et al., 2020). Hyperparameter selection was
erformed via one-fold cross-validation. Deep models were trained via
he Adam optimizer using the decay rates 𝛽1 = 0.5 and 𝛽2 = 0.9. Prior

adaptation during inference was performed via the Adam optimizer at
𝛽1 = 0.5 and 𝛽2 = 0.9. All deep models were executed on Nvidia RTX
3090 GPUs via PyTorch.

AdaDiff: Hyperparameters for AdaDiff were 6 × 10−3 learning rate,
500 epochs, 𝑘 = 125 step size, 𝑇 ∕𝑘 = 8 diffusion steps for training;
8 iterations combining a reverse diffusion step and a data-consistency
projection for rapid diffusion; and 10−3 learning rate, 1000 iterations
for prior adaptation.

LORAKS: An autocalibrated low-rank reconstruction was imple-
ented (Haldar and Zhuo, 2016). The k-space neighborhood radius and

he rank of the system matrix were selected as: (2,6) for IXI, and (2,30)
or fastMRI (Elmas et al., 2022).
rGAN: A conditional GAN model was implemented with archi-

ecture and loss functions in Dar et al. (2020b). Hyperparameters
ere selected as 2 × 10−4 learning rate, 100 epochs, adversarial and
ixel-wise loss weights of (1,100) for training (Dar et al., 2020b).

http://brain-development.org/ixi-dataset/
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Fig. 3. Architectural overview of AdaDiff. (a) The generator processes the noisy image sample 𝑥𝑡+𝑘 via an encoder–decoder architecture comprising residual (blue) and attentional
(purple) blocks to predict the denoised image 𝑥̃0. Long-range skip connections are used to enhance information flow across blocks. The discriminator processes a pair of noisy image
samples, either (𝑥𝑡+𝑘 , 𝑥̂𝑡) or (𝑥𝑡+𝑘 , 𝑥𝑡), with residual downsampling blocks to distinguish actual versus synthesized samples. An MLP block is used at the output layer. (b) Detailed
structure of the blocks used in adversarial network. Each discriminator block convolutionally encodes the input image samples and MLP encodes the time embeddings, followed by
downsampling and convolutional filtering. Three types of residual blocks are used in the generator based on feature map resolution: flat blocks (rectangular), downsampling blocks
(trapezoidal), upsampling blocks (inverted trapezoidal). Each block convolutionally encodes the input image and MLP encodes the time embeddings, followed by convolutional
filtering and/or downsampling/upsampling. Feature maps are subjected to adaptive normalization based on Z (i.e., latent variable) embeddings. Time embeddings are obtained by
processing sinusoidal encoding of time step with an MLP. Z embeddings are obtained by processing a random latent vector 𝑧 with an MLP.
MoDL: A conditional unrolled model that interleaves data-consist-
ency blocks with convolutional layers was implemented (Aggarwal
et al., 2019). The architecture and loss function were adopted from Dar
et al. (2021). Hyperparameters were selected as 10−3 learning rate, 200
epochs for training (Dar et al., 2021).

GANprior: An unconditional GAN model that performs prior adap-
tation was implemented (Narnhofer et al., 2019). The architecture
and loss function were adopted from Karras et al. (2019). GANprior
performed prior adaptation by minimizing a data-consistency loss as
in AdaDiff. Hyperparameters were selected as 10−3 learning rate,
3000 epochs for training; 10−2 learning rate, 1000 iterations for in-
ference (Elmas et al., 2022).
7

DDPM: An unconditional diffusion model was implemented with
architecture and loss functions in Ho et al. (2020). Hyperparameters
were selected as 10−4 learning rate, 𝑘 = 1 step size, 𝑇 ∕𝑘 = 1000 diffu-
sion steps, 65 epochs for training; 1000 iterations combining a reverse
diffusion step and a data-consistency projection for inference (Ho et al.,
2020).

DiffRecon: An unconditional diffusion model was implemented
with architecture and loss functions in Peng et al. (2022). Hyperpa-
rameters were selected as 10−4 learning rate, 𝑘 = 1 step size, 𝑇 ∕𝑘 =
4000 diffusion steps, 300 epochs for training; 100 coarse and 20
fine iterations of reverse diffusion and data-consistency projection for
inference (Peng et al., 2022).
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Table 1
Within-domain performance for T1-, T2-, PD-weighted contrasts in IXI at R = 4x-8x. PSNR (dB) and SSIM (%) are reported as mean±std across
subjects. Boldface marks the method with the highest performance metric.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

R = 4x

T1
PSNR 31.2 ± 2.2 36.2 ± 1.0 41.7 ± 1.3 38.0 ± 1.4 40.8 ± 1.3 40.5 ± 1.0 42.1 ± 1.6
SSIM 83.0 ± 3.7 95.0 ± 1.0 99.0 ± 0.2 96.8 ± 1.3 98.7 ± 0.3 98.5 ± 0.3 99.1 ± 0.3

T2
PSNR 32.3 ± 2.1 35.0 ± 0.7 41.4 ± 1.2 36.6 ± 1.8 40.2 ± 1.0 37.7 ± 1.4 41.9 ± 1.6
SSIM 79.5 ± 2.9 90.3 ± 0.7 98.6 ± 0.2 94.4 ± 3.2 98.1 ± 0.2 96.5 ± 0.7 98.9 ± 0.2

PD PSNR 31.3 ± 2.6 35.8 ± 1.0 42.0 ± 1.5 37.6 ± 1.9 40.9 ± 1.4 39.0 ± 0.4 42.6 ± 1.9
SSIM 73.9 ± 3.8 91.0 ± 0.9 98.8 ± 0.2 95.8 ± 2.1 98.5 ± 0.2 97.4 ± 0.3 99.1 ± 0.2

R = 8x

T1
PSNR 28.0 ± 1.7 32.4 ± 1.1 36.2 ± 1.2 32.8 ± 1.3 35.3 ± 1.2 36.0 ± 0.8 36.3 ± 1.5
SSIM 77.4 ± 4.5 91.8 ± 1.5 97.5 ± 0.6 93.2 ± 2.4 96.8 ± 0.7 97.5 ± 0.4 97.6 ± 0.6

T2
PSNR 28.8 ± 1.7 31.2 ± 0.7 35.9 ± 1.2 32.1 ± 1.6 34.6 ± 1.0 34.9 ± 0.4 36.0 ± 1.5
SSIM 72.9 ± 3.6 85.5 ± 1.0 96.6 ± 0.5 91.1 ± 4.0 95.8 ± 0.6 95.5 ± 0.4 97.3 ± 0.6

PD PSNR 28.0 ± 2.2 32.0 ± 1.1 36.3 ± 1.5 32.9 ± 1.8 35.2 ± 1.2 35.4 ± 0.5 36.6 ± 1.8
SSIM 66.6 ± 4.7 86.4 ± 1.7 96.7 ± 0.7 92.7 ± 2.9 96.5 ± 0.6 96.4 ± 0.3 97.6 ± 0.6
Table 2
Within-domain performance for T1-, T2-, FLAIR- (FL.) weighted contrasts in fastMRI at R = 4x-8x.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

R = 4x

T1
PSNR 34.0 ± 2.3 38.0 ± 1.0 39.8 ± 1.3 31.7 ± 1.6 38.2 ± 1.7 38.6 ± 1.5 40.2 ± 1.7
SSIM 83.8 ± 4.8 94.4 ± 1.2 95.7 ± 1.2 74.6 ± 4.3 92.5 ± 7.6 94.1 ± 1.8 95.9 ± 1.4

T2
PSNR 34.8 ± 1.0 35.3 ± 0.7 36.7 ± 0.8 30.4 ± 0.8 37.5 ± 0.6 39.1 ± 0.7 37.7 ± 0.8
SSIM 91.5 ± 1.5 94.7 ± 0.6 96.0 ± 0.5 79.6 ± 2.2 95.7 ± 0.5 96.8 ± 0.4 96.2 ± 0.4

FL PSNR 28.6 ± 3.2 34.6 ± 1.9 36.0 ± 2.2 28.2 ± 2.6 34.1 ± 2.9 35.4 ± 2.3 36.2 ± 2.6
SSIM 76.8 ± 9.6 91.0 ± 4.0 92.7 ± 4.0 72.3 ± 8.7 88.3 ± 6.9 91.7 ± 4.7 92.5 ± 4.8

R = 8x

T1
PSNR 34.1 ± 2.0 35.6 ± 0.9 37.1 ± 1.1 26.7 ± 1.2 36.2 ± 1.3 34.7 ± 1.0 37.2 ± 1.5
SSIM 85.3 ± 4.5 92.2 ± 1.6 93.5 ± 1.6 57.1 ± 4.5 91.1 ± 2.1 89.4 ± 1.8 93.5 ± 2.2

T2
PSNR 33.9 ± 0.7 33.0 ± 0.7 33.9 ± 0.8 25.9 ± 0.8 34.8 ± 0.6 35.2 ± 0.5 35.3 ± 0.8
SSIM 92.6 ± 1.0 92.8 ± 0.8 93.9 ± 0.7 66.0 ± 2.9 94.2 ± 0.6 93.9 ± 0.7 94.4 ± 0.7

FL PSNR 28.9 ± 3.2 33.0 ± 1.9 33.7 ± 1.9 24.0 ± 1.9 32.8 ± 2.2 32.8 ± 1.6 33.7 ± 2.4
SSIM 77.5 ± 10.2 88.3 ± 5.1 88.9 ± 4.8 57.1 ± 7.7 86.5 ± 6.6 87.3 ± 4.8 88.8 ± 6.2
4.4. Analyses

Retrospectively undersampled acquisitions in IXI and fastMRI were
reconstructed. Here, a single unified model was trained on aggregate
data from multiple distinct contrasts to improve practicality given
the pervasiveness of multi-contrast protocols. In each dataset, model
training was accordingly performed on data pooled across multiple
contrasts: (T1,T2,PD) in IXI and (T1,T2,FLAIR) in fastMRI. Training
samples were randomly drawn from the pooled data, and the model was
not informed regarding the contrast of the samples. Conditional models
receive undersampled data as input so they are informed regarding
the acceleration rate during training. We observed that training a
unified model with undersampled data from mixed R values did not
have a notable influence on performance. Thus, separate models were
trained at each individual R value to prevent biases in performance
assessments under domain shifts in R between training and test sets.
Reconstruction quality was measured via peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM) metrics between the recov-
ered and ground-truth images derived from fully-sampled acquisitions.
In ablation studies, image fidelity was additionally characterized via
Frechet inception distance (FID; Heusel et al., 2017) and learned per-
ceptual image patch similarity (LPIPS; Zhang et al., 2018) metrics.
Images were normalized to unity mean prior to measurements. Sig-
nificance of differences in PSNR, SSIM and LPIPS between models
were evaluated with non-parametric signed-rank tests. Note that FID
quantifies the overall similarity of distributions across the examined
8

set of samples as a single metric value, so significance testing was not
conducted for FID.

5. Results

5.1. Within-domain reconstruction

AdaDiff was first demonstrated for within-domain reconstructions
where the imaging operator and the MR image distribution were
matched between the training and test sets (e.g., trained and tested
for R = 4x in fastMRI). Comparisons were performed against a tra-
ditional method (LORAKS), conditional models (rGAN, MoDL), an
unconditional GAN that performs prior adaptation (GANprior), and un-
conditional diffusion models that use static priors (DDPM, DiffRecon).
PSNR and SSIM for competing methods are listed in Table 1 for IXI, and
in Table 2 for fastMRI. In IXI, AdaDiff achieves the highest performance
among competing methods across contrasts and acceleration rates
(p<0.05), except for MoDL that performs similarly on T1 in general
and on T2 at R = 8x in PSNR. In fastMRI, AdaDiff again outperforms
competing methods across contrasts and acceleration rates (p<0.05),
except for MoDL that performs similarly on T1, FLAIR in general, and
DiffRecon that yields higher performance on T2 at R = 4x and similar
PSNR on T2 at R = 8x. On average, AdaDiff outperforms the traditional
method by 6.8 dB PSNR and 15.8% SSIM, conditional models by 2.0 dB
PSNR and 2.5% SSIM, the adaptive GAN by 6.6 dB PSNR and 15.0%
SSIM, and static diffusion models by 1.3 dB PSNR and 1.4% SSIM.
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Fig. 4. Within-domain reconstructions at R = 4x. Results are shown for (a) T1-weighted acquisitions in IXI, and (b) FLAIR-weighted acquisitions in fastMRI. Reconstructed images
are given along with the reference image derived from fully-sampled acquisitions, and zoom-in windows and arrows are included to highlight differences among methods. LORAKS
and GANprior show high noise amplification, rGAN shows residual aliasing, and MoDL shows visible spatial blurring despite high performance in quantitative metrics. Among
diffusion models, DDPM has relatively higher noise and DiffRecon shows local ringing artifacts near tissue boundaries. AdaDiff produces high-quality reconstructions with lower
artifacts/noise and clearer tissue depiction than competing methods.
Table 3
Cross-domain performance for T1-, T2-, PD-weighted contrasts in IXI. Results listed for training at R = 4x, testing at R = 8x and R = 12x.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

R = 8x

T1
PSNR 28.0 ± 1.7 31.6 ± 1.0 34.7 ± 1.3 32.8 ± 1.3 35.3 ± 1.2 36.0 ± 0.8 36.3 ± 1.5
SSIM 77.4 ± 4.5 90.7 ± 1.6 96.7 ± 0.8 93.2 ± 2.4 96.8 ± 0.7 97.5 ± 0.4 97.6 ± 0.6

T2
PSNR 28.8 ± 1.7 31.1 ± 0.8 34.2 ± 1.4 32.1 ± 1.6 34.6 ± 1.0 34.9 ± 0.4 36.0 ± 1.5
SSIM 72.9 ± 3.6 86.2 ± 1.1 95.4 ± 0.8 91.1 ± 4.0 95.8 ± 0.6 95.5 ± 0.4 97.3 ± 0.6

PD PSNR 28.0 ± 2.2 31.6 ± 1.2 34.9 ± 1.7 32.9 ± 1.8 35.2 ± 1.2 35.4 ± 0.5 36.6 ± 1.8
SSIM 66.6 ± 4.7 85.6 ± 1.9 94.9 ± 0.8 92.7 ± 2.9 96.5 ± 0.6 96.4 ± 0.3 97.6 ± 0.6

R = 12x

T1
PSNR 26.5 ± 1.6 29.2 ± 1.0 31.6 ± 1.3 31.1 ± 1.3 32.7 ± 1.1 32.9 ± 0.9 33.4 ± 1.3
SSIM 73.7 ± 5.3 86.7 ± 2.4 92.7 ± 1.5 92.1 ± 1.9 95.2 ± 1.0 95.3 ± 0.8 96.2 ± 1.0

T2
PSNR 27.3 ± 1.6 28.9 ± 0.9 31.1 ± 1.3 29.5 ± 1.5 32.0 ± 1.0 31.9 ± 0.8 33.1 ± 1.5
SSIM 69.2 ± 4.1 81.4 ± 1.7 89.2 ± 1.6 86.3 ± 4.8 94.0 ± 1.0 93.1 ± 0.7 95.7 ± 1.0

PD PSNR 26.4 ± 2.0 29.3 ± 1.2 31.7 ± 1.6 31.1 ± 1.6 32.6 ± 1.2 32.7 ± 1.0 33.9 ± 1.8
SSIM 62.1 ± 5.2 80.2 ± 2.3 85.5 ± 2.4 90.4 ± 3.3 94.8 ± 1.0 94.5 ± 0.7 96.2 ± 1.0
These results indicate that the adaptive diffusion prior in AdaDiff helps
improve reconstruction quality over both an adaptive GAN prior and
static diffusion priors. Representative reconstructions are displayed in
Fig. 4. LORAKS and GANprior show high noise amplification. While
rGAN and MoDL have relatively low noise levels, rGAN shows residual
reconstruction artifacts and MoDL suffers from spatial blurring, which
can be attributed to its pixel-wise loss function. Among diffusion
models, DDPM has relatively high noise whereas DiffRecon is effective
in noise suppression via repeated averaging of multiple diffusion sam-
ples. DiffRecon tends to produce sharper images than AdaDiff likely
due to its fine iteration steps, but this refinement can also introduce
ringing artifacts near tissue boundaries by emphasizing high spatial
frequencies. In contrast, AdaDiff adapts its diffusion prior to better
conform to the distribution of test data, enabling it to produce high-
quality reconstructions that clearly depict tissues with lower artifacts
and noise than competing methods.

5.2. Domain shifts in the imaging operator

We then demonstrated performance in cross-domain reconstructions
where the MR image distribution was matched, albeit the imaging
operator was mismatched between the training and test sets. To this
end, several studies were conducted to examine the influence of varying
operator attributes on reconstruction performance. First, we assessed
the influence of acceleration rate by training conditional models at
R = 4x while testing all models at R = 8x and R = 12x. Note that
9

unconditional models and LORAKS were not informed about under-
sampling during training. PSNR and SSIM for competing methods are
listed in Table 3 for IXI, and in Table 4 for fastMRI. In IXI, AdaDiff
achieves the highest performance across contrasts and acceleration
rates (p<0.05), except for DiffRecon that yields similar SSIM on T1
at R = 8x. In fastMRI, AdaDiff again outperforms competing methods
across contrasts and acceleration rates (p<0.05), except for MoDL that
yields similar SSIM on FLAIR at R = 8x and higher SSIM on T1 at
R = 12x, and DiffRecon that yields similar PSNR on T2 at R = 8x.
On average, AdaDiff outperforms the traditional method by 4.9 dB
PSNR and 16.0% SSIM, conditional models by 2.3 dB PSNR and 4.4%
SSIM, the adaptive GAN by 6.8 dB PSNR and 20.6% SSIM, and static
diffusion models by 0.9 dB PSNR and 1.5% SSIM. Note that, at R =
8x, the performance benefit of AdaDiff over MoDL is 1.5 dB PSNR,
2.3% SSIM under domain shift in acceleration rate, versus 0.3 dB PSNR,
0.4% SSIM in within-domain reconstruction. This difference suggests
that AdaDiff’s unconditional prior is more reliable against variations in
acceleration rate compared to MoDL’s conditional prior. Representative
reconstructions are displayed in Fig. 5. LORAKS and GANprior suffer
from noise amplification, rGAN and MoDL shows residual aliasing
artifacts and blurring. Similar to the within-domain case, DDPM has
relatively high noise levels and DiffRecon shows local ringing artifacts
in comparison to AdaDiff that maintains the closest appearance to the
reference images.

Next, we assessed the influence of domain shifts in sampling trajec-
tory and number of coils on reconstruction performance. Under fixed



Medical Image Analysis 88 (2023) 102872A. Güngör et al.
Table 4
Cross-domain performance for T1-, T2-, and FLAIR- (FL.) weighted contrasts in fastMRI. Results for training at R = 4x, testing at R = 8x and
R = 12x.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

R = 8x

T1
PSNR 34.1 ± 2.0 36.0 ± 0.9 36.4 ± 1.0 26.7 ± 1.2 36.2 ± 1.3 34.7 ± 1.0 37.2 ± 1.5
SSIM 85.3 ± 4.5 92.4 ± 1.5 93.3 ± 1.6 57.1 ± 4.5 91.1 ± 2.1 89.4 ± 1.8 93.5 ± 2.2

T2
PSNR 33.9 ± 0.7 33.0 ± 0.7 32.9 ± 0.8 25.9 ± 0.8 34.8 ± 0.6 35.2 ± 0.5 35.3 ± 0.8
SSIM 92.6 ± 1.0 92.2 ± 0.7 93.4 ± 0.8 66.0 ± 2.9 94.2 ± 0.6 93.9 ± 0.7 94.4 ± 0.6

FL PSNR 28.9 ± 3.2 32.7 ± 1.8 33.2 ± 1.9 24.0 ± 1.9 32.8 ± 2.2 32.8 ± 1.6 33.7 ± 2.4
SSIM 77.5 ± 10.2 87.7 ± 4.9 88.8 ± 4.8 57.1 ± 7.7 86.5 ± 6.6 87.3 ± 4.8 88.8 ± 6.2

R = 12x

T1
PSNR 34.1 ± 1.6 34.6 ± 0.9 34.7 ± 1.0 24.4 ± 1.1 35.9 ± 0.9 33.0 ± 0.8 35.2 ± 1.6
SSIM 86.9 ± 4.0 91.1 ± 1.6 91.7 ± 1.8 48.8 ± 5.0 91.2 ± 1.5 86.4 ± 1.9 91.2 ± 2.7

T2
PSNR 32.9 ± 0.7 31.5 ± 0.8 31.2 ± 0.8 23.0 ± 0.8 33.2 ± 0.5 33.2 ± 0.5 33.9 ± 0.8
SSIM 92.2 ± 0.9 90.5 ± 1.0 91.4 ± 1.0 56.1 ± 3.4 92.8 ± 0.8 91.3 ± 1.0 93.2 ± 0.8

FL PSNR 29.5 ± 3.0 31.6 ± 1.7 31.8 ± 1.7 22.1 ± 1.6 32.2 ± 1.7 31.4 ± 1.4 32.3 ± 2.3
SSIM 79.2 ± 9.9 85.5 ± 5.3 86.2 ± 5.3 50.2 ± 7.3 86.3 ± 5.7 84.1 ± 4.8 86.4 ± 6.9
Table 5
Cross-domain performance for T1-, T2-, and FL.-weighted contrasts in fastMRI at R = 4x. Training under 2D undersampling with 5 coils, testing
under 1D undersampling with 5 coils and 2D undersampling with 10 coils.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

1D, 5 coils

T1
PSNR 33.4 ± 1.6 34.6 ± 1.0 35.3 ± 1.1 28.7 ± 1.3 35.7 ± 1.1 32.1 ± 0.9 36.5 ± 1.8
SSIM 84.9 ± 4.2 91.7 ± 1.3 92.8 ± 1.3 66.8 ± 4.2 91.2 ± 1.3 85.1 ± 2.4 93.3 ± 2.0

T2
PSNR 32.2 ± 0.8 30.7 ± 0.8 31.1 ± 0.9 28.4 ± 0.7 33.5 ± 0.6 33.0 ± 0.5 34.0 ± 0.8
SSIM 91.9 ± 1.5 90.2 ± 1.2 90.9 ± 1.2 77.1 ± 2.5 93.4 ± 0.8 92.7 ± 1.0 94.3 ± 0.8

FL PSNR 28.1 ± 2.5 31.7 ± 1.5 32.3 ± 1.5 26.1 ± 2.0 32.7 ± 1.6 31.5 ± 1.3 32.8 ± 2.0
SSIM 78.2 ± 6.3 88.3 ± 2.7 89.7 ± 2.5 66.6 ± 6.5 88.6 ± 3.5 86.5 ± 3.6 89.3 ± 4.3

2D, 10 coils

T1
PSNR 33.2 ± 1.9 38.1 ± 1.0 39.7 ± 1.3 32.1 ± 1.7 38.4 ± 1.5 38.8 ± 1.5 40.2 ± 1.7
SSIM 82.3 ± 4.2 94.6 ± 1.3 95.7 ± 1.3 76.4 ± 4.4 93.3 ± 1.8 94.5 ± 1.8 96.1 ± 1.5

T2
PSNR 33.6 ± 1.0 35.4 ± 0.7 36.7 ± 0.7 30.5 ± 0.7 37.4 ± 0.6 39.2 ± 0.7 37.7 ± 0.8
SSIM 90.3 ± 1.8 95.0 ± 0.5 96.1 ± 0.5 80.6 ± 2.0 95.9 ± 0.4 97.1 ± 0.3 96.4 ± 0.4

FL PSNR 27.2 ± 3.0 34.6 ± 2.3 36.0 ± 2.5 28.4 ± 3.0 34.6 ± 2.9 35.5 ± 2.6 36.3 ± 3.0
SSIM 74.5 ± 9.5 91.1 ± 5.3 92.5 ± 5.3 73.1 ± 10.2 89.6 ± 7.5 91.6 ± 6.0 92.4 ± 6.4
Fig. 5. Cross-domain reconstructions under domain shifts in the acceleration rate. Results are shown for (a) T2-weighted acquisitions at R = 8x in IXI, and (b) T2-weighted
acquisitions at R = 12x in fastMRI. Reconstructed images are given along with the reference image derived from fully-sampled acquisitions, and zoom-in windows and arrows
are included to highlight differences among methods. Conditional models were trained at R = 4x. LORAKS and GANprior show high noise amplification, rGAN and MoDL show
some residual reconstruction artifacts and spatial blurring. Among diffusion models, DDPM has relatively high noise and DiffRecon has local ringing artifacts. AdaDiff reconstructs
images with low artifacts/noise and a closer appearance to the reference images.
acceleration rate and number of coils, sampling trajectory was varied
by training conditional models based on 2D undersampling patterns
while testing all models on 1D undersampling patterns. Under fixed
acceleration rate and sampling trajectory, number of coils was varied
by training conditional models based on 5 virtual coils and testing all
models on 10 virtual coils. PSNR and SSIM for competing methods are
10
listed in Table 5 for both assessments. When the sampling trajectory
is varied, AdaDiff achieves the highest performance among competing
methods across tissue contrasts (p<0.05), except for MoDL that yields
higher SSIM on FLAIR, and DDPM that yields similar PSNR on FLAIR.
When the number of coils is varied, AdaDiff yields higher performance
across tissue contrasts (p<0.05), except for MoDL that yields similar
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Fig. 6. Cross-domain reconstructions at R = 4x under domain shifts in the sampling trajectory and number of coils. Results are shown for (a) T2-weighted acquisitions with 1D
undersampling, and (b) PD-weighted acquisitions with 10 virtual coils in fastMRI. Reconstructed images are given along with the reference image derived from fully-sampled
acquisitions, and zoom-in windows and arrows are included to highlight differences among methods. Conditional models were trained for 2D undersampling and 5 virtual coils.
LORAKS and GANprior show high noise amplification, rGAN and MoDL show residual reconstruction artifacts and blurring. DDPM has relatively high noise and DiffRecon has local
ringing artifacts. AdaDiff reconstructs images with low artifacts/noise.
Table 6
Cross-domain performance for T1-, T2-, PD-weighted contrasts at R = 4x-8x. Results listed for training on fastMRI, testing on IXI.

LORAKS rGAN MoDL GANprior DDPM DiffRecon AdaDiff

R = 4x

T1
PSNR 31.8 ± 3.4 30.3 ± 2.1 34.1 ± 1.8 28.2 ± 1.8 35.3 ± 1.7 38.8 ± 0.9 41.0 ± 2.1
SSIM 83.5 ± 5.4 79.4 ± 5.4 89.3 ± 2.4 73.3 ± 5.3 90.1 ± 2.3 98.6 ± 0.2 98.6 ± 0.5

T2
PSNR 32.6 ± 3.6 30.1 ± 1.3 32.8 ± 1.7 27.2 ± 1.7 35.4 ± 0.8 38.6 ± 0.5 40.5 ± 1.9
SSIM 80.8 ± 6.4 72.9 ± 3.6 81.3 ± 3.0 59.3 ± 6.1 87.8 ± 1.1 98.3 ± 0.2 98.1 ± 0.5

PD PSNR 32.0 ± 3.9 29.6 ± 1.9 32.9 ± 2.0 28.4 ± 1.9 34.5 ± 0.9 39.1 ± 0.7 40.8 ± 2.0
SSIM 75.2 ± 7.9 68.7 ± 5.3 79.3 ± 4.3 64.4 ± 6.2 83.6 ± 1.7 98.7 ± 0.2 98.0 ± 0.6

R = 8x

T1
PSNR 28.4 ± 2.6 27.0 ± 1.9 30.8 ± 1.6 22.9 ± 1.1 32.1 ± 1.7 34.4 ± 0.8 35.6 ± 2.0
SSIM 78.0 ± 6.6 71.1 ± 6.9 85.5 ± 3.1 55.9 ± 6.4 86.5 ± 2.9 96.9 ± 0.5 96.1 ± 1.3

T2
PSNR 29.1 ± 2.8 27.4 ± 0.9 30.0 ± 1.5 22.8 ± 1.4 32.0 ± 0.9 34.2 ± 0.4 35.1 ± 1.9
SSIM 74.5 ± 7.8 66.1 ± 3.2 76.9 ± 3.3 41.5 ± 7.1 82.9 ± 1.6 96.5 ± 0.5 95.8 ± 1.3

PD PSNR 28.6 ± 3.2 26.1 ± 1.5 30.0 ± 1.8 22.7 ± 1.8 31.4 ± 1.0 34.5 ± 0.6 35.6 ± 2.0
SSIM 68.0 ± 9.4 58.1 ± 5.4 73.9 ± 4.6 43.1 ± 8.1 78.6 ± 2.1 96.9 ± 0.5 95.2 ± 1.6
SSIM on FLAIR, and DiffRecon that yields higher performance on T2.
On average, AdaDiff outperforms the traditional method by 5.0 dB
PSNR and 10.0% SSIM, conditional models by 1.6 dB PSNR and 1.2%
SSIM, the adaptive GAN by 7.2 dB PSNR and 20.2% SSIM, and static
diffusion models by 1.0 dB PSNR and 2.0% SSIM. Note that, at R = 4x in
fastMRI, the performance benefit of AdaDiff over MoDL is 1.6 dB PSNR,
1.2% SSIM under domain shift in sampling trajectory, 0.6 dB PSNR,
0.2% SSIM under domain shift in number of coils, versus 0.5 dB PSNR,
0.1% SSIM in within-domain reconstruction. These findings suggest
that AdaDiff is notably more reliable than MoDL against shifts in the
sampling trajectory, whereas it is similarly affected by shifts in the
number of coils. Representative reconstructions are displayed in Fig. 6.
LORAKS and GANprior suffer from noise amplification, rGAN and MoDL
show residual aliasing artifacts and blurring. Similar to the within-
domain case, DDPM has relatively high noise levels and DiffRecon
shows local ringing artifacts in comparison to AdaDiff that maintains
the closest appearance to the reference images.

5.3. Domain shifts in the image distribution

We also examined cross-domain reconstruction where the imaging
operator was matched, albeit the MR image distribution was mis-
matched between the training and test sets. For this purpose, training
was performed on fastMRI and testing was performed on IXI. PSNR and
SSIM for competing methods are listed in Table 6. In general, AdaDiff
achieves the highest performance among competing methods across
11
tissue contrasts and acceleration rates (p<0.05), except for DiffRecon
that yields modestly higher SSIM. On average, AdaDiff outperforms
the traditional method by 7.7 dB PSNR and 20.3% SSIM, conditional
models by 8.0 dB PSNR and 21.8% SSIM, the adaptive GAN by 12.7 dB
PSNR and 40.7% SSIM, and static diffusion models by 3.1 dB PSNR
and 5.7% SSIM. Note that, compared to domain shifts in the imaging
operator, a domain shift in the image distribution induces more notable
performance losses for competing methods including static diffusion
models. Although the adaptive GAN model uses prior adaptation, its rel-
atively poor performance can be attributed to the low representational
diversity of adversarial priors. In contrast, the adaptive diffusion prior
in AdaDiff maintains high reconstruction performance. Representative
reconstructions are displayed in Fig. 7. High noise amplification in LO-
RAKS and GANprior, substantial residual artifacts in rGAN, and spatial
blurring in MoDL are observed. While DDPM shows elevated noise
and DiffRecon yields ringing artifacts, AdaDiff achieves high-fidelity
reconstructions with clear tissue depiction.

5.4. Ablation studies

We conducted a series of ablation studies to demonstrate the main
elements in AdaDiff. First, we examined the effects of number of
diffusion steps, and number of training epochs on the fidelity of images
synthesized by the diffusion prior during reconstruction. Table 7 lists
results for varying number of diffusion steps 𝑇 ∕𝑘, and Table 8 lists
results for varying number of epochs 𝑁 across the validation set. In
𝑒
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Fig. 7. Cross-domain reconstructions under domain shifts in the MR image distribution. Results are shown for T1-weighted acquisitions at R = 8x. All models were trained on
fastMRI and tested on IXI. The imaging operator matched between training and testing for conditional models. Reconstructed images are given along with the reference image
derived from fully-sampled acquisitions, and zoom-in windows and arrows are included to highlight differences among methods. High noise amplification in LORAKS and GANprior,
substantial residual artifacts in rGAN, and spatial blurring in MoDL are observed. While DDPM shows elevated noise and DiffRecon yields ringing artifacts, AdaDiff achieves
high-fidelity reconstructions with clear tissue depiction.
.

Table 7
Performance of AdaDiff for varying number of diffusion steps, 𝑇 ∕𝑘. The prescribed
𝑇 ∕𝑘 for the main experiments is marked in bold font; results are listed at J = 1000
iterations. FID, LPIPS, PSNR, SSIM are reported across the validation set for R = 4x in
IXI.

𝑇 ∕𝑘 = 4 𝑇 ∕𝑘 = 𝟖 𝑇 ∕𝑘 = 16 𝑇 ∕𝑘 = 32

T1

FID 38.33 31.99 32.99 32.78
LPIPS 4.61 4.27 4.20 4.31
PSNR 40.56 40.89 41.01 40.93
SSIM 98.79 98.88 98.92 98.89

T2

FID 37.75 30.75 30.18 28.92
LPIPS 12.80 12.09 11.81 11.82
PSNR 40.44 40.93 40.97 40.97
SSIM 98.20 98.57 98.70 98.68

PD

FID 38.41 32.04 32.92 30.67
LPIPS 12.92 12.63 12.59 12.72
PSNR 40.79 41.23 41.29 41.21
SSIM 98.41 98.75 98.85 98.82

Table 8
Performance of AdaDiff for varying number of training epochs, 𝑁𝑒. The prescribed 𝑁𝑒
for the main experiments is marked in bold font; results are listed at J = 1000 iterations

𝑁𝑒 = 500 𝑁𝑒 = 1000 𝑁𝑒 = 1500 𝑁𝑒 = 2000

T1

FID 31.99 31.63 29.88 32.26
LPIPS 4.27 4.20 4.22 4.34
PSNR 40.89 40.91 40.88 40.89
SSIM 98.88 98.88 98.87 98.88

T2

FID 30.75 29.65 30.46 29.96
LPIPS 12.09 12.09 12.18 12.16
PSNR 40.93 40.84 40.68 40.65
SSIM 98.57 98.55 98.45 98.42

PD

FID 32.04 30.41 30.0 29.97
LPIPS 12.63 12.59 12.54 12.51
PSNR 41.23 41.19 41.16 41.12
SSIM 98.75 98.73 98.68 98.67

general, modest improvements in FID, LPIPS, PSNR and SSIM are ob-
served with increasing 𝑇 ∕𝑘, yet the benefits in all metrics are marginal
beyond 𝑇 ∕𝑘 = 8. The results are more intermixed for 𝑁𝑒, with FID
and LPIPS showing a degree of degradation towards high 𝑁𝑒. That
said, the observed differences across 𝑁𝑒 between 500 to 2000 are rel-
atively minute for all metrics. Therefore, these results suggest that the
cross-validated values of 𝑇 ∕𝑘 and 𝑁𝑒 yield near-optimal performance.

Next, we assessed the importance of adaptive normalization of
feature maps within the generator. To do this, we built a variant model
that removed the latent variables 𝑧 to perform non-adaptive normal-
ization (w/o 𝑧). Table 9 lists performance metrics for AdaDiff and the
variant. AdaDiff outperforms the variant across reconstruction tasks,
except for T1 where ‘w/o 𝑧’ yields similar SSIM. This result indicates
the importance of using random latents for adaptive normalization in
AdaDiff.

Lastly, we examined the importance of the prior adaptation phase,
the rapid diffusion phase, and the use of an adversarial mapper in
12
Table 9
Performance of AdaDiff and a variant that omits random latent variables (w/o z).
Results listed at J = 1000 iterations.

w/o z AdaDiff

T1

FID 34.05 31.99
LPIPS 4.47 4.27
PSNR 40.84 40.89
SSIM 98.87 98.88

T2

FID 31.39 30.75
LPIPS 12.16 12.09
PSNR 40.83 40.93
SSIM 98.52 98.57

PD

FID 32.34 32.04
LPIPS 12.72 12.63
PSNR 41.17 41.23
SSIM 98.69 98.75

reverse diffusion steps. For this purpose, we built a variant with a static
diffusion prior that omitted the prior adaptation phase (w/o adapt.),
a variant with an untrained diffusion prior (w/o train.), and a variant
with a non-adversarial mapper by ablating the discriminator in AdaDiff
and replacing the adversarial loss with a pixel-wise 𝓁1 loss (w/o adv.).
The untrained variant omitted the rapid diffusion phase to start the
reconstruction with a randomly initialized generator analogously to the
deep image prior method (Ulyanov et al., 2018). The non-adversarial
variant performed prior adaptation on a rapid diffusion prior, unlike
vanilla diffusion models that interleave reverse diffusion mappings
and data-consistency projections based on a slow diffusion process.
Table 10 lists performance metrics for AdaDiff and variant models at
J = 500 and 1000 iterations. AdaDiff outperforms all variants across
reconstruction tasks (p<0.05 for LPIPS, PSNR, SSIM), except for T1 at
J = 1000 where the non-adversarial variant yields similar PSNR, SSIM.
Among the examined components, the prior adaptation phase has the
largest contribution to reconstruction performance as AdaDiff attains
the most substantial improvement levels over the static variant. On
average, AdaDiff improves FID by 363.54 (164.97% change), LPIPS
by 55.43 (146.00%), PSNR by 10.72 dB, SSIM by 20.09% over the
static variant. In theory, the untrained and non-adversarial variants that
undergo prior adaptation can converge onto an equivalent solution to
AdaDiff given a very large number of iterations, as they share the same
generator architecture. In practice, however, the adversarial diffusion
prior in AdaDiff enables prior adaptation to start at a more favorable
point and reach high performance levels in fewer iterations. AdaDiff
improves FID by 18.95 (39.42% change), LPIPS by 1.59 (14.40%),
PSNR by 0.94 dB, SSIM by 0.48% over the untrained variant; and it
improves FID by 11.02 (24.98%), LPIPS by 1.74 (15.65%), PSNR by
0.42 dB, SSIM by 0.29% over the non-adversarial variant. These results
indicate that the rapid diffusion phase and the adversarial mapper also
have important contributions to reconstruction performance, albeit at
relatively modest levels.

Notable improvements in AdaDiff’s performance are apparent in
Table 10 when J is increased from 500 to 1000. While prescribing J>
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T

Table 10
Performance of AdaDiff and ablated variants. A variant omitting the prior adaptation phase (w/o adapt.), a variant with an untrained prior
(w/o train.), and a variant with a non-adversarial mapper (w/o adv.) were considered. Zero-filled (ZF) reconstruction results are included as
reference.

ZF w/o adapt. J = 500 iterations J = 1000 iterations

w/o train. w/o adv. AdaDiff w/o train. w/o adv. AdaDiff

T1

FID 273.00 406.78 64.26 64.70 44.59 38.88 36.35 31.99
LPIPS 40.27 49.87 7.64 8.74 5.45 5.27 4.89 4.27
PSNR 32.55 30.85 39.03 39.65 40.23 40.33 40.90 40.89
SSIM 88.80 84.99 98.06 98.53 98.71 98.62 98.90 98.88

T2

FID 280.57 375.95 65.25 62.48 46.64 48.24 34.14 30.75
LPIPS 53.64 76.31 15.07 15.75 13.49 13.32 12.64 12.09
PSNR 31.64 29.04 39.08 39.59 40.20 40.15 40.86 40.93
SSIM 81.16 73.87 97.41 97.54 98.05 98.21 98.46 98.57

PD

FID 298.05 423.69 73.84 63.63 45.60 54.81 36.40 32.04
LPIPS 53.64 70.92 15.59 16.85 13.69 14.27 13.23 12.63
PSNR 32.12 29.89 39.33 39.54 40.45 40.48 40.93 41.23
SSIM 81.94 76.18 97.67 97.51 98.27 98.48 98.54 98.75
Table 11
Training and inference times in seconds per cross-section for reconstructions at R = 4x in IXI.

LORAKS rGAN MoDL GANprior DDPM DiffRecon w/o adapt. w/o train. w/o adv. AdaDiff

Training – 4.0 26.5 53.8 15.5 77.3 131.3 – 87.5 131.3
Inference 3.0 0.03 0.05 129.6 57.5 12.0 0.4 131.0 131.4 131.4
1000 further elevates PSNR and SSIM slightly, differences in perceptual
quality metrics (FID, LPIPS) and visual appearance between reconstruc-
tions at J> 1000 and J = 1000 become indiscernible (unreported).

hus, J = 1000 offers a decent trade-off between reconstruction time
and image quality. We also find that the static variant has suboptimal
performance metrics compared to ZF and DDPM reconstructions. Both
DDPM and the static variant inject data-consistency projections in
between reverse diffusion steps for image reconstruction. This results
in a compromise between a solution that carries realistic features of
high-quality MR images based on the diffusion prior, and a solution
that is anatomically consistent with the subject’s acquired k-space data
based on the imaging operator. Since performance assessments involve
comparisons between reconstructed and corresponding ground-truth
images, they primarily reflect the anatomical consistency of recon-
structions. Note that DDPM uses 1000 small steps gradually integrated
with an equivalent number of data-consistency projections resulting
in enhanced consistency to acquired data, and ZF natively satisfies
full consistency to acquired data. In contrast, the static variant only
uses 8 large steps inherently limiting consistency to acquired data and
the anatomical consistency between reconstructed and ground-truth
images.

5.5. Computation times

A practical concern regarding MRI reconstruction methods involves
training and inference times. Table 11 lists the computation times
for competing methods, along with the static, untrained and non-
adversarial variants of AdaDiff (at J = 1000). In general, conditional
models have shorter training times than unconditional models, and
GAN models have shorter training times than diffusion models. Among
diffusion-based methods, AdaDiff and the static variant have the longest
training times due to the introduction of adversarial components. Note
that LORAKS and the untrained variant have no training overhead.
Meanwhile, LORAKS, conditional models and the non-adapted variant
have notably shorter inference times than unconditional models in gen-
eral. Among unconditional methods, GANprior, AdaDiff and its adapted
variants (w/o train., w/o adv.) have comparable inference times as they
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all involve inference optimization procedures.
6. Discussion

The proposed AdaDiff method was demonstrated against conditional
and unconditional baselines for MRI reconstruction. Within-domain
tasks were considered with matching acceleration rate and image dis-
tribution across the training-test sets. Several cross-domain tasks were
also examined with mismatched acceleration rates, mismatched sam-
pling trajectories, mismatched number of coils, or mismatched image
distribution. We find that AdaDiff offers improved reliability against
domain shifts in the imaging operator against conditional models, and
against domain shifts in the MR image distribution against all compet-
ing models. Importantly, the adaptation procedure in AdaDiff notably
improves reconstruction performance over competing diffusion models
based on static priors for both within- and cross-domain scenarios. Yet,
it remains important future work to examine reliability against broader
changes in anatomy such as generalization across different body parts,
and other changes in the imaging operator such as generalization across
Cartesian versus non-Cartesian trajectories and across different coil
arrays.

AdaDiff learns an image prior that generates an initial reconstruc-
tion via diffusion sampling, and then adapts the prior to the test subject
with an inference optimization. Despite AdaDiff’s rapid diffusion pro-
cess, prior adaptation naturally elevates run times over conditional
models that recover images in a single forward pass. While AdaDiff
is closer to regular diffusion models with iterative image sampling, it
still yields relatively longer inference due to backward passes involved
in prior adaptation. As expected, AdaDiff has similar inference time
to the GAN-based prior adaptation method that employs a similar
inference optimization. Another practical concern regarding computa-
tional complexity is memory load during inference. Among competing
methods, conditional models and regular diffusion models that only
leverage forward passes have relatively limited memory load. In con-
trast, prior adaptation methods including AdaDiff involve both forward
and backward passes through the network, so they introduce additional
memory load to store model gradients. To improve practicality of
methods that use inference optimization, efficiency can be increased
by sharing optimized model parameters across spatially proximate
cross-sections within an MRI volume (Korkmaz et al., 2022), or by
parallel computations on multiple GPUs. Here, we adopted the Adam
algorithm observed to perform well in prior adaptation for consistency
between training-inference procedures and among competing methods.

Note that Narnhofer et al. (2019) originally implemented GANprior
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based on the iPALM algorithm (Pock and Sabach, 2016). It remains
important future work to systematically investigate the relative benefits
of different algorithms in prior adaptation, including computational
efficiency and reconstruction performance.

Acceleration techniques have recently been considered to speed
up the characteristically slow sampling process in regular diffusion
models. An elegant approach is to initiate sampling with the image
obtained from a separate reconstruction method, including zero-filled
reconstructions of undersampled k-space data (Chung et al., 2022). In
unreported analyses, we observed that a variant model that initiated
prior adaptation with zero-filled reconstructions does not offer no-
table benefits in performance or inference time against AdaDiff. While
employing reconstructions from learning-based methods might help
accelerate prior adaptation, it also necessitates independent training of
secondary reconstruction models. Another powerful approach is to train
diffusion models with small step size and to rescale to large step sizes
during inference (Peng et al., 2022). This method shortens the sampling
process, but reverse diffusion steps can potentially have suboptimal
accuracy. Instead, AdaDiff implements reverse diffusion over large step
sizes via an adversarial mapper for improved accuracy. That said,
combining the adversarial mapper in AdaDiff with the abovementioned
acceleration approaches might offer further benefits.

Several recent studies have proposed adaptation of image priors for
MRI reconstruction. A group of methods reconstruct with untrained
priors that map low-dimensional latent variables onto images (Jin et al.,
2019). Convolutional architectures with randomly initialized weights
are adopted for this purpose, wherein convolution operators serve to
regularize synthesized images (Arora et al., 2020; Ke et al., 2020; Zou
et al., 2021; Darestani and Heckel, 2021). For inference, the untrained
priors are combined with the imaging operator and adapted to enforce
consistency between synthesized and acquired data. While performant
MRI reconstruction has been reported with this approach, markedly
longer inference optimization is typically required to intersect the
image set reflecting the untrained prior with the image set reflecting the
imaging operator (Darestani and Heckel, 2021). An alternative group
of methods instead employ priors pre-trained on MR images to provide
an improved initialization point for adaptation. Previous studies in
this group have predominantly proposed priors based on GAN mod-
els that implicitly characterize the MR image distribution (Narnhofer
et al., 2019; Korkmaz et al., 2022), while some rely on patch-based
auto-encoder models (Tezcan et al., 2019) or convolutional models (Ag-
garwal and Jacob, 2021; Han et al., 2018). Our work differs from recent
methods based on untrained priors in that AdaDiff leverages a prior pre-
trained on high-quality coil-combined MR images to improve efficiency
during inference optimization. It also differs from methods with pre-
trained priors since AdaDiff leverages a novel diffusion prior to improve
fidelity of image samples.

In theory, prior adaptation can be performed based on regular
diffusion models instead of the adversarial diffusion model considered
here. However, regular diffusion models might elicit several limita-
tions in the context of prior adaptation. Note that generation of the
initial reconstruction with regular diffusion models involves image
sampling across hundreds of reverse diffusion steps interleaved with
data-consistency projections (Chung et al., 2022). Thus, computing the
initial reconstruction with regular diffusion models requires compara-
ble inference time to the prior adaptation stage (e.g., see DDPM and
AdaDiff in Table 11), significantly elevating the overall computational
burden. Furthermore, the initial reconstruction based on hundreds of
data-consistency projections naturally yields an enhanced match to
acquired k-space data. In turn, regular diffusion models already yield
low data-consistency loss, significantly limiting the added benefit that
can be achieved via prior adaptation. To improve prior adaptation with
regular diffusion models, data-consistency projections might be partly
omitted during the initial reconstruction stage to ensure a reasonably
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high level of data-consistency loss. It remains future work to examine
the optimal training and inference procedures for prior adaptation with
regular diffusion models.

Reconstruction performance for AdaDiff might be improved through
several lines of technical development. First, all reported models were
trained by pooling acquisitions across multiple distinct contrasts in each
dataset. The trained models were then used for independently recon-
structing individual MRI contrasts. Performance might be improved by
training separate models on each contrast, at the expense of compu-
tational burden (Dar et al., 2020a). When a multi-contrast accelerated
MRI protocol is available in each subject, joint reconstruction models
can also be used to exploit structural correlations among contrasts to
improve performance (Dar et al., 2020b; Polak et al., 2020; Gaillochet
et al., 2020; Xuan et al., 2022). For AdaDiff, this would involve training
of a multi-contrast diffusion prior. Alternatively, contrast type can
be provided as side information to maintain specificity to individual
contrasts in a unified model (Liu et al., 2022; Dalmaz et al., 2022a).
Second, cycle-consistent learning strategies can be adopted to alleviate
the dependence of AdaDiff on datasets comprising fully-sampled acqui-
sitions (Quan et al., 2018; Oh et al., 2020; Ozbey et al., 2022). Here,
AdaDiff was implemented to perform prior adaptation by optimizing
the generator parameters at the final time step for computational
efficiency. In theory, performing prior adaptation on the entire set of
diffusion steps could improve reconstruction performance. In practice,
however, inference optimization over multiple diffusion steps requires
computation and storage of gradients across all steps. In turn, this
would substantially elevate the memory load and inference time for
AdaDiff, limiting practical utility.

The primary focus of the current study was on a learning strategy
to improve generalization in diffusion-based MRI reconstruction. Thus,
we adopted convolutional generator and discriminator architectures
reported to offer high performance in previous studies on generative
modeling (Song et al., 2020; Xiao et al., 2022; Karras et al., 2020).
Further work is warranted to assess the contributions of various de-
sign elements in the employed architectures to AdaDiff’s performance.
Future studies should also be conducted to explore the utility of al-
ternative architectures such as transformer backbones (Dalmaz et al.,
2022b; Güngör et al., 2022; Guo et al., 2022), and the influence of
different normalization layers on model performance. To represent
complex MRI data, we used separate network channels for the real
and imaginary components following common practice in learning-
based MRI reconstruction (Schlemper et al., 2017; Eo et al., 2018;
Sriram et al., 2020; Aggarwal et al., 2019; Yang et al., 2020). Recent
studies suggest that complex-valued network operations might offer
benefits particularly in phase-oriented reconstruction tasks (Dedmari
et al., 2018; Küstner et al., 2020; Cole et al., 2021; Wang et al., 2020a).
It remains important future work to explore the potential benefits of
adopting complex-valued operations in AdaDiff.

7. Conclusion

In this study, we introduced the first prior adaptation method based
on diffusion modeling for MRI reconstruction. AdaDiff leverages an
adversarial mapper for reverse diffusion that enables efficient image
generation in few steps. During inference, an initial reconstruction is
obtained via rapid projection through the trained diffusion prior. The
final reconstruction is then computed by further adapting the prior to
the test subject. Compared against state-of-the-art baselines, AdaDiff
performs competitively in within-domain tasks, and achieves superior
reconstructions in cross-domain tasks. Therefore, AdaDiff holds great
promise for high-performance MRI reconstruction.
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