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a b s t r a c t

Valdes-Sosa, Cobo, and Pinilla (1998) introduced a transparent-motion design that provided

evidence of object-based attention whereby attention embraces all features of an attention-

ally cued perceptual object including new unpredictable features such as a brief trans-

lation. Subsequent studies using variants of that design appeared to provide further

behavioral, electrophysiological, and brain imaging evidence of object-based attention.

Stoner and Blanc (2010) observed, however, that these previous results could potentially be

explained by feature-based competition/normalization models of attention. To distinguish

between the object-based and feature-based accounts, they introduced “feature swaps”

into a delayed-onset variant of the transparent-motion design (Reynolds, Alborzian, &

Stoner, 2003). Whereas the object-based attention account predicted that the effect of

cueing would survive these feature swaps, the motion-competition account predicted that

the effect of cueing would be reversed by these feature swaps. The behavioral results of

Stoner and Blanc (2010) supported the object-based account, and in doing so, provided

evidence that the attentional advantage in this design is spatially selective at the scale of

the intermixed texture elements (i.e., dots) of the overlapping and moving dot fields. In the

present study, we used the design of Stoner and Blanc (2010) to investigate both psycho-

physical performance and evoked activities under different cueing and feature swapping

conditions. We confirmed that the behavioral effects of attentional cueing survived feature

swaps and found event-related potential (ERP) correlates of those effects in the N1

component range over occipital and parieto-occipital scalp sites. These modulations of the

neural activity were, moreover, significantly associated with variation in behavioral per-

formance values across the different conditions. Our findings thus provide the first
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evidence of the role of the N1 component in object-based attention in this transparent-

motion design under conditions that rule out feature-based mechanisms and that reveal

selective processing at a fine spatial scale.

© 2022 Elsevier Ltd. All rights reserved.
translate in randomly chosen directions. Numerous studies
2 According to this account, the onsets of both dot fields act as
exogenous cues but the attentional benefit granted by the onset
of the first stimulus has mostly waned by the time of the onset of
the delayed dot field. The delayed dot field thus enjoys an
attentional benefit that extends through the period of translation.
1. Introduction

Visual processing is inevitably selective due to the vast

amount of information embedded in natural scenes and the

limited capacity of the visual system. Selective attention re-

fers to the directing of visual processing to some fraction of

the visual input. Feature- and spatially-selective processing is

well established and generally consistent with the known

selectivity of neurons within the visual pathway. Indeed,

normalization and biased-competition models built on these

selectivities can parsimoniously account for the neuronal

response properties observed in a variety of selective feature-

based and spatial attention experiments (e.g., Lee &Maunsell,

2009; Reynolds & Heeger, 2009). Object-based selective pro-

cessing, conversely, is based on the observation that when

one feature of an object is selectively attended, the processing

of other features of the same object can also benefit (e.g.,

Blaser, Pylyshyn, & Holcombe, 2000; Duncan, 1984; Egly,

Driver, & Rafal, 1994; Khoe, Mitchell, Reynolds, & Hillyard,

2005; Lopez, Rodriguez, & Valdes-Sosa, 2004; Mitchell,

Stoner, Fallah, & Reynolds, 2003; O’Craven, Downing, &

Kanwisher, 1999; Pinilla, Cobo, Torres, & Valdes-Sosa, 2001;

Reynolds et al., 2003; Rodriguez, Valdes-Sosa, & Freiwald,

2002; Schoenfeld et al., 2003; Valdes-Sosa, Bobes, Rodriguez, &

Pinilla, 1998; Valdes-Sosa, Cobo, & Pinilla, 2000; Valdes-Sosa,

Cobo, & Pinilla, 1998; Wanning, Rodriguez, & Freiwald, 2007).

Unlike feature and spatial attention, the neuronal mecha-

nisms underlying object-based attention are not readily

explained by current models.

1.1. Transparent motion and object-based attention

Valdes-Sosa, Cobo, and Pinilla (1998) introduced a

transparent-motion design as a tool to examine object-based

attention absent the potential influence of feature-based or

spatial attention. There have been numerous follow-up

studies that have used variants of that design to investigate

behavioral and/or neuronal correlates of object-based atten-

tion. Although there have been some design differences

(which we touch upon in section 4), all of these studies used

stimuli composed of two superimposed counter-rotating,

differently colored dot fields. One of the two dot fields is

“cued”, either endogenously (e.g., fixation point color indi-

cating the color of field to be attended) or exogenously (e.g., by

a delayed-onset of one dot field, see below). The rotations of

the dot fields are interrupted by brief translations (one or two

translations, depending upon the design), and subjects are

asked to report the direction of those translations. These

translations consist of a subset of the dots moving coherently

in typically one of eight directions. To discourage tracking of

individual dots, the remaining dots of the translating dot field
using this basic design have repeatedly found that subjects

judge translations of the cued dot field more accurately than

translations of the uncued dot field (Khoe et al., 2005; Lopez

et al., 2004; Mitchell et al., 2003; Mitchell, Stoner, & Reynolds,

2004; Pinilla et al., 2001; Reynolds et al., 2003; Rodriguez

et al., 2002; Stoner & Blanc, 2010; Valdes-Sosa, Cobo, &

Pinilla, 1998). In these experiments, spatial attention is ruled

out by the spatial intermixing of the moving dots and feature-

based (i.e., based on motion direction) selection is ruled out

since the direction of the translation is unpredictable. Finally,

by removing the color differences between the two dot fields,

Mitchell et al. (2003) revealed that the performance bias is not

color-based. These findings have thus been taken as evidence

of object-based (sometimes referred to as surface-based)

attention whereby attention is cued to one of the rotating

dot fields, and an attentional benefit extends to a new un-

predictable feature (i.e., the translation) of that object.

1.2. The delayed-onset design

We can illustrate this idea of object-based attention more

concretely in the delayed-onset design (Fig. 1) used in the

current study. While simpler than the original design of

Valdes-Sosa and colleagues (i.e., fewer translations and re-

sponses per trial, and no endogenous attentional cue),

Reynolds et al. (2003) provided evidence that this delayed-

onset design captures the essence of the original design. In

the delayed-onset design, subjects obtain stable fixation fol-

lowed by the appearance of the first rotating dot field. After a

delay, a second (delayed) dot field appears that is rotating in

the opposite direction. Following a period of dual rotation, one

of the two dot fields (either the first or the delayed dot field)

translates briefly (as described above), and then both dot fields

resume rotation for a brief period of time. Subjects report the

direction of the translation at the end of the trial. Reynolds

et al. (2003) found that the translations of the delayed dot

field were judgedmore accurately than translations of the dot

field that appeared first. As stimulus onsets appear to act as

exogenous cues that briefly attract attention (Yantis& Jonides,

1984; 1990), Reynolds et al. (2003) postulated that the onset of

the delayed dot field acted as an exogenous cue that captures

attention2 and yields an object-based processing benefit if the

delayed dot field translates a few hundred milliseconds later.

Their resultswere interpreted as providing further evidence of

object-based selection in transparent-motion stimuli whereby

https://doi.org/10.1016/j.cortex.2022.02.013
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Fig. 1 e Delayed-onset design. (A) One rotating dot field

appears followed by the second ‘‘delayed” dot field. Two

superimposed dot fields rotate in opposite directions

around the fixation point, allowing the perception of two

transparent surfaces. Following the rotation, either the

delayed (cued) or non-delayed (uncued) dot field translates

briefly. After the translation, both dot fields continue to

rotate. (B) Feature-based illustration of timeline. The two

dot fields are differentiated by line style (dashed or solid)

and with dot field colors indicated by the line colors. The

vertical line placement indicates the different motion

directions: clockwise rotation (CW), counter-clockwise

rotation (CCW), and translation. The onset differences in

this design result in ‘‘cued” translations occurring in the

presence of the older rotation direction and “uncued”

translations occurring in the presence of the newer

rotation direction.

3 This was not the delayed-onset design but rather a slightly
more complex design with two successive translations per trial.
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the successive motions (i.e., the rotation followed by the

translation) of a cued object are preferentially processed

relative to motions of an uncued object.

1.3. Neuronal correlates of object-based attention

In addition to providing behavioral evidence of object-based

attention, variants of the original transparent-motion design

have been adapted to study single-unit correlates in the non-

human primate (Fallah, Stoner, & Reynolds, 2007) and neural

mechanisms using functional magnetic resonance imaging

(fMRI) (Ciaramitaro, Mitchell, Stoner, Reynolds, & Boynton,

2011; Ernst, Boynton, & Jazayeri, 2013). Of particular interest

here is theuse of thesedesigns to study theneural substrates of

object-based attention via Electroencephalography (EEG) (Khoe

et al., 2005; Khoe, Mitchell, Reynolds, & Hillyard, 2008; Lopez

et al., 2004; Pinilla et al., 2001; Valdes-Sosa, Bobes, et al., 1998,

2004). In the first such study, Valdes-Sosa, Bobes, et al. (1998)
found that when attention was endogenously cued to one dot

field, the amplitude of both P1 (134e203 msec) and N1

(244e293 msec) components elicited by an uncued translation

was reduced (see also Khoe et al., 2008). Both of these compo-

nents have been generally associated with extrastriate areas

[i.e., beyond the level of primary visual cortex (V1)]. This early

experiment used a blocked design in which subjects continu-

ouslyattendedtoeithergreeneorred-coloreddotfieldswithina

block of stimuli. Follow-up studies have used trial-by-trial

cueing and have consistently found N1 modulation but (with

the exception of Khoe et al., 2005; see below) have not found

significantmodulationofearlier components (Lopezetal., 2004;

Pinilla et al., 2001; Valdes-Sosa et al., 2004). The source of N1

modulation in thesestudieswas found tobeconsistentwith the

involvement of area MTþ (human middle temporal complex)

and area V4, and hence associated with the changes in mid-

level visual processing (Valdes-Sosa et al., 2004). Using a

design introduced by Reynolds et al. (2003),3 Khoe et al. (2005)

found modulation of the N1, but, surprisingly, also found

modulationof theC1component.TheC1component isbelieved

to reflect activities in striate cortex (i.e., area V1) (Clark, Fan, &

Hillyard, 1995; Di Russo, Martinez, & Hillyard, 2003). Specif-

ically, they reported that theposterior C1 (75e110msec) andN1

(160e210 msec) components elicited by the translations of the

cueddot fieldwere larger than those elicited by the translations

of the uncueddot field.A subsequent fMRI study, usingadesign

similar to that of Reynolds et al. (2003), found enhanced acti-

vation in areas V1, V2, V3, V3A, and MT þ for translations of a

cued dot field compared to translations of the uncued dot field

(Ciaramitaro et al., 2011). Overall, these studies uniformly

implicate mid-level cortical areas in the performance biases

seen in these stimulus designs with some studies also impli-

cating earlier cortical areas, including area V1.

1.4. The motion-competition explanation

Taken together these numerous studies appear to provide

abundant psychophysical and neuronal evidence of object-

based attention, whereby attention embraces all the features

of a cued object (e.g., a specific color and rotation direction)

including new features such as a brief translation. Given that

Mitchell et al. (2003) found that the cueing effect survived the

removal of color differences, Stoner and Blanc (2010) observed

that for this object-based account to be valid, a processing

advantage would seemingly have to first be granted to the

rotation direction of the cued object and that this advantage

would then have to extend to the translation in an object-

specific manner. The object-based account thus requires a

mechanism that somehow links or “binds” successive mo-

tions (i.e., rotations and translations) with each other in an

object-specific manner.

Stoner and Blanc (2010) questioned the necessity of the

object-based explanation and offered an alternative motion-

competition explanation. As reviewed in section 1.3, it has been

reported that ERPs associated with the middle temporal

complex (MTþ) are larger in response to cued versus uncued

translations in the Valdes-Sosa et al. design (Khoe et al., 2005;

https://doi.org/10.1016/j.cortex.2022.02.013
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Rodrı́guez & Vald�es-Sosa, 2006; Valdes-Sosa, Bobes, et al.,

1998). MTþ is thought to be the human homolog of the mid-

dle temporal (MT) and medial superior temporal (MST) areas

in the macaque and is known to be involved in visual motion

processing (Tootell et al., 1995;Watson et al., 1993). Stoner and

Blanc (2010) noted that studies of cortical areas MT and MST

have demonstrated that paired stimuli presented with the

receptive fields of neurons in these areas appear to compete or

inhibit one another. Thus, it has been found that super-

imposing a dot field moving in a neuron's anti-preferred di-

rection upon a dot pattern moving in that neuron's preferred

direction (thereby creating transparent motion) suppresses

neuronal responses in area MT (Qian & Andersen, 1994;

Snowden, Treue, Erickson, & Andersen, 1991). Suppressive/

competitive interactions have also been reported for spatially

separated stimuli in areas MT and MST (Recanzone & Wurtz,

2000; Recanzone, Wurtz, & Schwarz, 1997). In addition,

Krekelberg and Albright (2005) discovered that responses to

multiple stimulus components are modeled well by competi-

tive interactions and that those interactions are not restricted

to opposite directions. Specifically, they found that a model

advanced to account for competitive stimulus interactions in

cortical areas V2 and V4 (Reynolds, Chelazzi, & Desimone,

1999; see also; Reynolds, Pasternak, & Desimone, 2000;

Williford & Maunsell, 2006) also nicely accounts for stimulus

interactions within area MT. These various empirical findings

are also consistent with the more recent normalization

models of feature-based and spatial attention (Lee &

Maunsell, 2009; Reynolds & Heeger, 2009; Ruff & Cohen,

2017; Verhoef & Maunsell, 2016).

The motion-competition explanation by Stoner and Blanc

(2010) begins with the same assumption as the object-based

account: the delayed-onset grants the rotation direction of

the delayed dot field a momentary processing advantage

(yielding larger neuronal responses) relative to the rotation

direction of the dot field that appears first.4 The motion-

competition explanation diverges from the object-based ac-

count, however, in not assuming that this advantage is

somehow extended to the translation in an object-specific

manner. Instead, the motion-competition account simply

assumes that this processing advantage persists during the

translation. It follows that translations of the cued (i.e.,

delayed) dot field would occur in the presence of rotation di-

rection responses that are larger than those that occur in the

presence of translations of the uncued dot field. This

assumption leads to the motion-competition explanation of

how cueing impacts neuronal and behavioral responses in

these experiments. To appreciate this explanation, first note

that a key feature of the competitive stimulus interactions

observed in area MT and elsewhere (and in the models that

capture those interactions) is that competing stimuli that elicit

larger responses also elicit greater inhibition. This fact coupled
4 The processing advantage of the delayed (newer) rotation
over the older rotation could result from exogenous cueing based
on the abrupt onset of the delayed dot field (Reynolds et al., 2003)
and/or neuronal adaptation as suggested by Stoner and Blanc
(2010). Explanations based on exogenous cueing and neuronal
adaptation are not necessarily at odds as neuronal adaptation
could (at least partially) underlie the ability of abrupt onsets to
capture attention.
with the assumption of a response asymmetry to the rotations

of the cued versus uncued dot fields thus leads to the pre-

diction that responses to translations of the cued (delayed) dot

field would be less inhibited (and hence larger) than responses

to translations of the uncued dot field. Indeed, using simula-

tions, Stoner and Blanc (2010) showed that a model based on

competitive stimulus interactions could account for the

neuronal (and, by extension, the behavioral) effects observed

with the various transparent-motion paradigms reviewed

above. Their motion-competition model parsimoniously ac-

counts for these findings without the need to invoke object-

specific attentional enhancement. This alternative explana-

tion casts doubt on the object-based interpretation of the

numerous studies that had used variants of the Valdes-Sosa,

Cobo, and Pinilla (1998) design. As these studies seemingly

constituted some of the best evidence of object-based atten-

tion (Reynolds et al., 2003), the analyses of Stoner and Blanc

(2010) suggested that the case for object-based attention was

less overwhelming than had been thought.

Unlike the object-based account, the motion-competition

model posits that the key determinant of behavioral perfor-

mance is not whether the cued or uncued object (i.e., dot field)

translates but whether the translation “competes” with the

rotation direction that was presented first or second regard-

less of which set of dots undergo those motions. To distin-

guish between the motion-competition and object-based

models, Stoner and Blanc (2010) introduced motion (rotation

direction) swaps between the two dot fields at the onset of the

brief translation (see Fig. 2B). These motion swaps reverse the

relationship between cueing and which rotation direction

(delayed or undelayed) competes with the translation. As a

consequence, the motion-competition model, contrary to the

object-based account, predicts that this manipulation should

reverse the performance asymmetry seen in the standard

paradigm without motion swaps. Specifically, if the rotation

direction is swapped at the onset of the translations, then

translations of the cued (delayed) dot field should be harder to

judge than translations of the uncued dot field. Stoner and

Blanc (2010) found, however, that the performance advan-

tage did not reverse with these motion direction swaps. They

also found that color-swaps similarly did not reverse the

performance advantage. Stoner and Blanc's (2010) findings

thus supported the object-based account and ruled out the

established competition and normalizationmodels (e.g., Lee&

Maunsell, 2009; Reynolds & Heeger, 2009) as an explanation

for their results. Moreover, their finding that the cueing effect

was dot-field specific implicated mechanisms that could

distinguish between the spatially intermixed andmoving dots

of the two dot fields.

1.5. Goals of the current study

We had several goals in the current study. First, as the Stoner

and Blanc (2010) study is the only study of the numerous

studies cited above that provided evidence of object-based

selection that cannot potentially be explained by previously

identified competitive/normalization mechanisms, we

wished to confirm their finding that the behavioral effect of

cueing survives feature swaps. Second, since ERPs have not

been previously collected with the delayed-onset design, it is

https://doi.org/10.1016/j.cortex.2022.02.013
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Fig. 2 e Schematic representation of stimuli. (A) Each trial started with a variable fixation period (500e1000 msec), followed

by the appearance of the first dot field (i.e., surface) rotating around the fixation point for 750 msec. A second (delayed) dot

field appeared and both fields rotated in opposite directions around the fixation point for 300 msec. (B) Following this period

of dual rotation, one dot field translated in one of the eight directions for 133 msec. At the translation onset, the non-

translating dot field either continued to rotate in its original direction (“no-swap” trials) or reversed rotation direction

(“motion-swap” trials). The colors of the two dot fields were similarly swapped at the onset of translation on half of the trials

(“color-swap” trials). Cued trials are defined as translations of the delayed dot field. The resulting six different conditions (2

cued/uncued x 3 feature swaps) are illustrated separately. (C) After the translation, the translating dot field either resumed

its original rotation direction (e.g., “no-swap” trials) or assumed the other dot field's previous rotation direction (e.g.,

“motion-swap” trials), and both surfaces kept rotating for 500 msec in their newly assigned directions. The subject's
response window started 100 msec after the translation onset and ended 1 sec after stimulus offset. Note that the stimulus

shown in (A) is an example of the cued no-swap condition. It is a cued condition because the delayed (in this example, red)

dot field translates. It is a no-swap condition as neither the colors nor rotation directions are swapped. The gray/

surrounding circles highlight the circular aperture, and they were not present on the actual display.
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conceivable that the ERP correlates observed using other

variants of that paradigm are specific to the details of those

designs (e.g., the presence of two translations per trial rather

than one translation per trial as in the delayed-onset design).

Indeed, as reviewed in section 1.3, different studies using

slightly different designs have found somewhat different ERP

results. We hypothesized, however, that the N1 modulation

found in previous studies was not specific to those designs

and would also be found with the delayed-onset design. This

would support the conclusion by Reynolds et al. (2003) that the

delayed-onset design captured the key features of the more

complicated designs. Third, and most important, the ERP

correlates observed in previous experiments are all subject to

a motion-competition interpretation. Hence, it is unclear

whether the previously identified ERPs associated with cueing

are truly related to object-based attention. Thus, our goal was

to identify ERPs associated with cueing that survived the

feature-swaps and hence could be identified as supporting

object-based attention rather than reflecting competitive in-

teractions between direction-selective neurons. Lastly, based

on their findings, Stoner and Blanc (2010) hypothesized that

area V1 is involved in the object-based effects they identified.

We were, therefore, interested in determining whether we
might find further evidence of V1's involvement, such as seen

by Khoe et al. (2005) andCiaramitaro et al. (2011). Any such ERP

modulation tentatively associated with V1 would need to

survive feature swaps to be identified as supporting object-

based cueing.
2. Methods

In this section, we report howwe determined our sample size,

all data exclusions, all inclusion/exclusion criteria, whether

inclusion/exclusion criteria were established prior to data

analysis, all manipulations, and all measures in the study. No

part of the study procedures or analyses was pre-registered in

a time-stamped, institutional registry prior to the research

being conducted.

2.1. Participants

Fifteen adult human volunteers (8 females and 7 males, age

range 18e27 years) out of 20 recruited subjects completed all

theexperimentalproceduresandEEGsessions.Allparticipants

had normal or corrected-to-normal visual acuity and no

https://doi.org/10.1016/j.cortex.2022.02.013
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history of neurological disorders. Before their participation,

theywere informedaboutexperimentalproceduresandsigned

a consent form. The data from 5 participants that failed to

reach criterion performance (see section 2.3) or could not

complete a full number of experimental sessions were not

included. The final sample size was commensurate with pre-

vious reports (Khoe et al., 2008). The inclusion/exclusion

criteria were established prior to data analyses. All procedures

were carried out under the Declaration of Helsinki (World

Medical Association, 2013) and approved by the local Ethics

Committee of Bilkent University.

2.2. Apparatus

Visual stimuli were generated with Matlab 7.12 (The Math-

Works, Natick, MA) and presented by using the PsychToolbox

3.0 (Brainard, 1997; Pelli, 1997). A 20-inch CRT monitor (Mit-

subishi Diamond Pro 2070sb, 1600 � 1200 pixel resolution and

60 Hz refresh rate) was used to display the stimulus from a

viewing distance of 57 cmwith a chinrest to stabilize the head.

All procedures were carried out in a dark room. A photometer

(SpectroCAL, Cambridge Research Systems, Rochester, Kent,

UK) was used for the calibration of the display. Using a digital

oscilloscope (Rigol DS 10204B, GmbH, Puchheim, Germany)

connected to a photodiode centered over the position of our

stimuli, we continuously synchronized our EEG recordings

with the stimulus/event onset times.

2.3. Training and performance testing

Before engaging in the main EEG experiment, potential par-

ticipants first engaged in fixation training, the design of which

also allowed identification of subjects that could not reliably

fixate. We did this for several reasons. First, we wanted to

ensure that subjectswere not visually tracking a subset of dots

(despite being instructed to neither track dots nor attend

either dot field). Second, in preliminary experiments, we

observed that the cueing effect was weak or absent in some

subjects.We subsequently discovered that training subjects to

fixate accurately, and only including subjects that could do so

reliably, substantially increased the average cueing effect. The

training session included central and peripheral conditions.

The combination of a bull's eye and crosshair was used as a

central fixation for both conditions as this fixation target has

been shown to elicit reliable and stable fixation (Thaler,

Schütz, Goodale, & Gegenfurtner, 2013). The bull's eye was

constructed of outer and inner circles with diameters of .6�

and .24�, respectively. In the central condition, across the

diameter of the inner circle, a small .06� wide bar changed

orientation from horizontal to vertical for 133 msec at the

center of the screen. For the peripheral condition, there was

an additional target (i.e., bull's eye with crosshair) located .6�

away from the central target. In this condition, the bar was

located inside the peripheral target rather than the central

one. The fixation training started with each participant

determining their threshold luminance/contrast level by

adjusting the brightness of the bar till the repetitive transition

was barely detectable. This was done separately for central

and peripheral target conditions. After 10 repeats of this

adjustment procedure for each condition (central and
peripheral) separately, the estimated mean gun values at

threshold detection for the two conditions were then used in

the main fixation task. Since the task was personalized for

each participant, the effects of differential visual acuity were

minimized. The main fixation task was to detect an orienta-

tion transition (fromhorizontal to vertical to horizontal) in the

central or peripheral target conditions. While the participants

were maintaining fixation on the central fixation target, a

transition in the middle of a target (either central or periph-

eral) occurred for 133msecwith a randomonset timing during

half of the trials (i.e., 108 trials of a session). Participants re-

ported, with a key-press, whether they saw a transition or not.

Under these conditions, they would not be able to notice the

transition in the central condition when there was an eye

movement of more than .6�. Also, they would only notice the

transitions on peripheral conditions if there were a fixation

break. Therefore, a high difference in detecting the transition

between central and peripheral conditions suggests that the

fixation was sustained. To be eligible to continue with the rest

of the experiment, participants were required to have a per-

formance value at least 25% higher than the chance level for

the central condition and to have the same difference be-

tween the central and peripheral conditions. This session (2

conditions x 108 trials per condition) allowed us to train par-

ticipants to sustain fixation throughout the main experiment

as well as to screen their fixation performance.

Each participant that was found eligible based on fixation

performance engaged in a heterochromatic flicker fusion task

(Ives, 1912) to establish equiluminance between the red and

green guns of the monitor with a flicker rate of 60 Hz with the

goal being to have red and green dot fields of approximately

equal salience. Using a 2� 2� square stimulus, the red gunwas

held constant at maximum intensity (19.7 cd/m2) and the

green gun was adjusted until a minimal flicker was reported.

This procedure was repeated 10 times. The averaged green

value was then used for each participant in preliminary

practice sessions as well as in the main EEG experiment. To

ensure that participants understood the task completely and

were able to achieve above-chance level performance, each

participant first engaged in a practice session. The practice

session consisted of the basic cued and uncued conditions

without feature-swaps (no-swap conditions, see section 2.4).

There were 240 trials per condition, leading to a total of 480

trials (2 cued/uncued conditions x 240 trials). The observers

were considered to have achieved criterion performance

during the practice session if they correctly indicated the

translation direction for more than 25% of the total trials (i.e.,

more than 120 trials). This criterion performance level corre-

sponds to twice the chance level (12.5% chance level based on

8 different translation directions, see section 2.4).

2.4. Stimuli and procedure

Visual stimuli consisted of two superimposed circular fields

(3.3� diameter) of randomly distributed dots rotating in

opposite directions around a central fixation target on a black

background (.16 cd/m2). As in fixation training, we used a

fixation target that was a combination of a bull's eye and

crosshair, which has been shown to elicit reliable and stable

fixation (Thaler et al., 2013). The diameters of the inner and
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outer circles of the bull's eye were .24� and .6�, respectively.
The average density of each dot field was 5 dots per square

degree of visual angle. Each dot had a diameter of .05�. The two

dot fields rotated (in opposite directions) with a speed of 81�/
sec around the fixation target. One dot field was red and the

other was green, the luminance values were equiluminant

based on the heterochromatic flicker fusion task (see above).

Whether the red or green dot field appeared first was ran-

domized across trials.

Subjects initiated a trial with a key-press. To ensure that

subjects had time to stabilize fixation, trials started with the

fixation target (Fig. 2A). After a variable duration of between

500 msec and 1 sec, one dot field appeared, which rotated

(clockwise or counter-clockwise) continuously around the

fixation target for 750msec.Next, the second (“delayed-onset”)

dot field appeared and rotated in the opposite direction

(clockwise or counter-clockwise). After the onset of the second

dot field, both dot fields continued to rotate for 300 msec.

Following this 300 msec period, either the delayed (a “cued

translation”) or the non-delayed (an “uncued translation”) dot

field translated briefly (133 msec) in one of eight (cardinal and

diagonal) directions. Participants reported the translation di-

rection via the numeric keypad of keyboard. They were

instructed to thinkof the ‘5’ keyas thecenterandmap theeight

directions to the remaining keys, similar to a compass. Our

design also included motion or color swaps on some trials

yielding six different conditions (2 cued/uncued x 3 feature

swaps; Fig. 2B). At the onset of the translation, the non-

translating dot field either continued to rotate in its original

direction (“no-swap” trials) or reversed rotation direction

(“motion-swap” trials). After the translation, the translating

dot field either resumed its original rotation direction (“no-

swap” trials) or assumed the other dot field's previous rotation
direction (“motion-swap” trials). Similarly, the colors of the

two dot fieldswere swapped at the onset of translation (“color-

swap” trials). Motion and color swaps (when introduced) per-

sisted until the end of the trial. The rotation duration after the

translation offset was 500 msec (Fig. 2C). The percentage of

coherently moving dots was 60% and all dots translated at a

speedof 2.26�/sec.The remainingdotsweredistributedequally

tomove in the other sevendirections. The translation duration

was kept constant at 133 msec. Different random-dot fields

wereused for each translationdirection, color-order (i.e., redor

green dot field was presented first in a trial), and experimental

conditions. The demonstrations for the main experimental

conditions (Fig. 2B) are available at Open Science Framework

(https://osf.io/kpjgv/).

Response registration and timing were based on the

translation onset. If the participant responded earlier than

100 msec after the translation onset or failed to respond until

1 sec after the stimulus left the screen, the trial was repeated.

The participants either reported the direction or skipped the

trial in case of an interruption (e.g., fixation break). Skipped

trials were also repeated. The response registration continued

until the end of a trial or the participant passed forward to the

next trial. Prior to each session, all participants were informed

about the limited response time and told that the trials would

be repeated if they failed to respond within this time range.

The participants were informed that the translating dots

could be of either field and that only a subset of one of the dot
fields translated coherently. Accordingly, they were told to

attend to the entirety of both dot fields to maximize their

ability to discriminate the global direction of those trans-

lations. Hence, there was no incentive to selectively attend to

one of the two dot fields or any subset of dots. As described

above, each participant had been trained to fixate and

screened based on their ability to do so. Subjects were

instructed to fixate throughout each trial. Each participant

completed amain experimental session including 96 trials per

condition.

2.5. EEG data acquisition and preprocessing

EEG recording and preprocessing steps were similar to those

described previously (Akyuz, Pavan, Kaya,&Kafaligonul, 2020;

Kaya & Kafaligonul, 2019). A 64-channel MR-compatible sys-

tem (Brain Products GmbH, Gilching, Germany) was used to

record high-density EEG activities. Prior to each experimental

session, we carefully placed the EEG cap on a participant's
head. The placement of scalp electrodes was based on the

extended 10e20 system. Two electrodes were used as refer-

ence (FCz) and ground (AFz).We used q-tips and a syringewith

a blunt tip to apply conductive paste (ABRALYT 2000 FMS,

HerrschingeBreitbrunn, Germany) in order to reduce the

impedance of each electrode below 10 kU. The impedance

levels were monitored during the sessions for reliable

recording. EEG signals were sampled at 5 kHz and band-pass

filtered between .016 and 250 Hz. We stored the EEG data,

event markers, and behavioral responses using the Vision

Recorder Software (Brain Products GmbH, Gilching, Germany)

for offline analyses.

EEG preprocessing steps were carried out offline with Brain

Vision Analyzer 2.0 software (Brain Products GmbH, Ger-

many). First, EEG signals were down-sampled to 500 Hz and

filtered using a zero-phase Butterworth band-pass filter

(.5e100 Hz, 24 dB/octave) and a 50 Hz notch filter

(50 Hz ± 2.5 Hz, 16th order). Using the recorded signal from the

electrocardiogram electrode, the cardioballistic artifacts were

removed (Allen, Polizzi, Krakow, Fish, & Lemieux, 1998). After

these preprocessing steps, the data were next divided into

epochs starting from 500 msec before the onset of the first dot

field to 1 sec after the translation offset. Independent

component analysis with the Infomax algorithm was used on

the data to remove common EEG artifacts such as eye blinks.

Lastly, we used a combination of manual and automated se-

lection to find and remove trials contaminated with oscilla-

tions over 50 mV/msec, voltage changes more than 200 mV in

200 msec, or changes of less than .5 mV in 100 msec window.

Bad channels were restored using spherical spline interpola-

tion (Perrin, Pernier, Bertrand, & Echallier, 1989). After

applying these preprocessing steps, on average 92% of trials

(SEM ¼ 1.11%) were preserved for further ERP analyses. The

excluded trials during the EEG preprocessing stage were also

not used in the analysis of the behavioral data.

2.6. ERP analyses

After preprocessing, we averaged the EEG signals from each

electrode across all valid trials to compute ERPs time-locked to

the onset of the first rotating dot field. For further smoothing,
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Fig. 3 e Behavioral results (n ¼ 15). The percentage of

correct responses for each condition with blue and orange

bars corresponding to cued and uncued conditions,

respectively. Dots represent the data from individual

participants. The dashed line indicates chance

performance level (i.e., 12.5%). Error bars ± SEM.
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these averaged ERPs were filtered with a low-pass filter (6th

order zero-phase Butterworth IIR filter with 40 Hz cut-off fre-

quency). A baseline correction was also applied using the

100 msec time window before the onset of the first dot field.

We adopted a two-step approach in our ERP analyses. The

current study is the first EEG investigation using the delayed-

onset design, and the first to incorporate the feature-swaps

that allow identification of object-based mechanisms. Given

these key design differences between the current and previ-

ous studies, we could not assume that we would see the ERPs

previously identified in those studies. For this reason, we used

a data-driven approach at the first stage of the analyses to

comprehensively evaluate modulations in the spatiotemporal

profile of neural activity. We performed the cluster-based

permutation test integrated into the Fieldtrip toolbox to

identify spatiotemporal clusters associated with the signifi-

cant modulations of ERPs (Oostenveld, Fries, Maris, &

Schoffelen, 2011). This is a data-driven non-parametric

framework to overcome multiple statistical comparisons

(Type I error) and to cluster selected samples objectively

(Groppe, Urbach,&Kutas, 2011; Maris&Oostenveld, 2007). Our

experimental design included conditions with a sequence of

visual events during each trial. It is possible to have over-

lapping components and leakage from the pre-translation

period to the evoked activities after translation onset. On the

other hand, the types of visual events were the same up to

translation onset for the cued and uncued conditions.

Therefore, we compared the cued trials with the uncued trials

(i.e., baseline condition) to avoid any potential confounding

factor. Our first goal was to identify spatiotemporal ERP clus-

ters that reflected the effects of cueing across all of the swap

conditions. Accordingly, we combined all the waveforms (i.e.,

averaged across swap conditions) for the cued and uncued

conditions, separately. These two combined waveforms (cued

vs uncued) were compared at each electrode location and time

point (2-msec bin) using a paired samples t-test. The samples

with t-values exceeding an uncorrected alpha level of .05 were

clustered together based on spatial (i.e., electrode location)

and temporal (i.e., time point) proximity. At least three

neighboring electrodes were required to form a cluster. The t-

values within a cluster were summed up to have cluster-level

statistics. To obtain a null hypothesis distribution of the

cluster-level statistics, 10,000 random permutations of the

original data were generated using the Monte Carlomethod. A

cluster in the experimental data was considered to be signif-

icant when it fell in the highest or the lowest 2.5th percentile

of the generated distribution (corresponding to the signifi-

cance level of a two-tailed test). That is to say, since the tests

were two-sided, the significance threshold for testing the null

hypothesis (alpha level) was .025 (Maris & Oostenveld, 2007).

Previous EEG studies identified the evoked activities and

components within the first 400e500 msec time window after

the translation onset (e.g., Khoe et al., 2005, 2008; Pinilla et al.,

2001). By following the same approach and conventions, we

restricted our analyses (i.e., cluster-based permutation test) to

the first 400 msec time range and hence identified the

modulations.

Following the cluster-based permutation test, we identified

the time-range and electrode locations (i.e., exemplar sites) of

spatiotemporal clusters associated with the significant effect
of cueing. Using the exemplar sites, we displayed the time-

courses of evoked brain activities to all six conditions (2

cued/uncued x 3 swap conditions) for illustrative purposes. At

the second stage of ERP analyses, we averaged activities

within the identified time-range of a cluster and carried out a

regression analysis between these mean potentials and

behavioral performance values across all six conditions to

determine how these potentials related to performance. The

correlation and association between the mean potentials and

performance measures across the six experimental condi-

tions were evaluated through linear regression fits having

intercept and slope as coefficients. Next, to elucidate the

source of ERPmodulations, we computed the peak amplitudes

and latencies of ERP components over the exemplar sites. We

performed a two-way repeated-measures ANOVA (with

cueing and swapping as factors) on these ERP metrics. When

Mauchly's test indicated that the assumption of sphericity had

been violated, the GreenhouseeGeisser correction was

applied. The corresponding epsilon (ε) values (i.e., sphericity

estimates) are supplied when the ANOVA results are pre-

sented. It is important to note that the cluster-level statistics

were built upon t-values from selected samples and the per-

mutation test outcome does not directly provide any addi-

tional metric for the effect sizes. These additional ANOVAs

thus allow estimation of effect sizes for all experimental fac-

tors as well as any two-way interaction.
3. Results

3.1. Behavioral results

The average performance values of each participant and

group-averaged data are shown in Fig. 3. All participants

performed above the chance level (12.5% based on 8 trans-

lation directions). A two-way repeated-measures ANOVAwith
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cueing (cued vs uncued) and swapping (no-swap, motion,

color) as factors indicated significant main effects for both

cueing (F1,14 ¼ 49.545, p < .001, h2p ¼ .780) and swapping

(F1.18,16.52 ¼ 8.676, p ¼ .007,h2p ¼ .383, ε ¼ .59).5 In agreement

with Stoner and Blanc (2010), we found that observers were

significantly better at judging translations of the cued

(delayed) dot field (M ¼ 51.34%, SEM ¼ 3.46%) than of the

uncued (non-delayed) dot field (M ¼ 36.66%, SEM ¼ 2.39%) in

both the presence and absence of swaps. However, the overall

accuracies of observers were reduced for the trials that

included motion swaps (see also Supplementary Table S1).

Moreover, a significant two-way interaction between cueing

and swapping was revealed (F2, 28 ¼ 4.971, p ¼ .014, h2p ¼ .262).

In summary, while the cueing advantage survived motion

swaps, the inclusion of motion swaps not only decreased the

overall accuracy but also decreased the accuracy difference

between cued and uncued conditions. To further understand

the differential effects of cueing, we calculated the difference

performance values between cued and uncued conditions for

all swap conditions (Table 1, two right-most columns for

descriptive statistics) and performed paired t-tests on these

difference values. Bonferroni-corrected pairwise comparisons

indicated that the difference performance values of condi-

tionswithmotion swapswere significantly different from that

of the no-swap condition (t14 ¼ 3.225, p ¼ .018, Cohen's
d ¼ .833). Additionally, there was also a significant difference

between the cueing effects of no-swap and color swap con-

ditions (t14 ¼ 2.727, p ¼ .049, Cohen's d ¼ .704). Despite the

impact of feature swaps, the accuracy for the cued trials was

significantly greater than for uncued trials for all conditions

(Table 1).

3.2. EEG results

In line with behavioral results, we found a robust difference in

the evoked activities elicited by the cued conditions compared

to the uncued. A cluster-based permutation test on the aver-

aged ERPs in the 400 msec time-range after translation

revealed a spatiotemporal cluster associated with the signifi-

cant effect of cueing (cued vs uncued, cluster-level tsum-

¼ �7437, p ¼ .002). This cluster was mainly within the
Table 1 e The results of post-hoc paired samples t-tests for
the cueing effect (cued vs uncued) for each swap condition.
The descriptive statistics (mean, SEM) are based on the
difference between cued and uncued conditions.
Significant p values (Bonferroni-corrected p < .05) are
highlighted in bold.

t14 p Cohen's d Mean (%) SEM (%)

no-swap 6.626 < .001 1.711 20.217 3.051

motion 5.096 < .001 1.316 10.426 2.046

color 4.308 < .001 1.112 13.415 3.114

5 Mauchly's test indicated that the assumption of sphericity
had been violated for main effect of swapping, therefore degrees
of freedom were corrected using Greenhouse-Geisser estimates
of sphericity.
238e326 msec time window. While the cluster spread over

some centro-parietal electrodes, it was mainly over occipital

and parieto-occipital scalp sites (Fig. 4). Over these electrodes,

the average activity for cued trials was larger in amplitude in a

negative direction (i.e., more negativity) compared to the

uncued trials.

The cluster-based permutation test also indicated an

earlier (134e224 msec) and nonsignificant cluster (cued vs

uncued, cluster-level tsum ¼ �2035, p ¼ .042). The average

magnitude of cueing effect was smaller for this early time-

range. In other words, the analyses reported some elec-

trodes which were differentially activated for at least 20 msec

such as medial parieto-occipital and parietal scalp sites

(Supplementary Fig. S1). However, these observed cueing ef-

fects did not survive at the cluster level statistics which was

based on the spatiotemporal domain. To elucidate the differ-

ential effects of swapping on the spatiotemporal profile of the

neural activity, we subtracted the averaged ERPs of the cued

trials from those of uncued trials for each swap condition.

Based on the observed impact of motion and color swaps on

behavioral performance, we were particularly interested in

comparing the difference waveforms of these conditions with

those of no-swap condition. These and other similar com-

parisons did not reveal any additional and meaningful

spatiotemporal cluster.

Electrodes that were part of the identified significant

cluster for more than 70 msec (i.e., more than 75% of the

238e326 msec time-range) were selected as exemplar sites

(Fig. 4). The averaged potentials over these electrodes are

shown in Fig. 5A. In these averages, there were robust evoked

activities peaking around 300 msec (N1 component) post

translation. The identified time window of the cluster corre-

sponded to the range of this negative N1 component. In this

component range, the cued conditions elicited larger ampli-

tudes compared to the uncued trials (Fig. 5B). This was also

reflected in the mean values within the identified time win-

dow (238e326 msec) for each swap condition (Fig. 5C). We

performed a linear regression fit using both of these mean

potentials and performance values. The analyses revealed a

significant association between these measures across

different conditions (R2
adj ¼ .577, p < .05; Fig. 6).

To further understand the nature of these ERP modula-

tions, we performed repeated-measures ANOVAs with cueing

and swapping as factors on the peak amplitudes and latencies

of the N1 component (Fig. 5A and B). The peak amplitude was

significantly dependent on cueing (F1,14 ¼ 20.549, p < .001,

h2p ¼ .595). Neither the main effect of swapping (F2, 28 ¼ .179,

p ¼ .837, h2p ¼ .013) nor the two-way interaction between

cueing and swapping (F2, 28 ¼ .176, p ¼ .840, h2p ¼ .012) were

significant. Similarly, a secondary ANOVA on the mean po-

tentials (Fig. 5C) only revealed a significant main effect of

cueing and did not indicate a significant main effect of

swapping or a two-way interaction. ANOVA applied to the

peak latencies did not reveal significant main effects (cueing:

F1, 14 ¼ .084, p ¼ .777, h2p ¼ .006; swapping: F1.33, 18.65 ¼ 2.438,

p¼ .129, h2p ¼ .148, ε¼ .67) or two-way interaction (F2, 28¼ 1.862,

p ¼ .174, h2p ¼ .117). Although the above analysis revealed no

significant impact of cueing on peak latencies, the time
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Fig. 4 e Voltage topographical maps of the averaged waveforms within the identified time window (238e326 msec). The

voltage topographical maps of cued and uncued conditions are shown in separate rows. The averaged activities of each

swap condition, combined waveforms across swap conditions, and the difference between them (cuedcomb-uncuedcomb) are

displayed on the maps in separate columns. The result of the cluster-based base permutation test comparing the combined

waveforms (cuedcomb vs uncuedcomb) is indicated in the last column. The electrodes that were part of the significant

spatiotemporal cluster for at least 70 msec (i.e., more than 75% of the time-range) were chosen as exemplar electrodes and

are marked by red-filled circles on the right-most topographical map (i.e., Oz, O1, O2, POz, PO3, PO4, PO7, PO8, P1, P3, P4, P5,

P6, P7, P8, CP3, CP5, CP6, C5, TP8, TP7).
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courses of an ERP component elicited by two different condi-

tions can differ without having different peak latencies (Luck,

2005). Indeed, an inspection of Fig. 5B suggests that the evoked

activities of the cued conditions might have had an earlier

onset than those of the uncued conditions. To determine

whether these onset latencies differed significantly, we

computed the latency to the half-peak amplitude applying

methods used in previous neurophysiological studies

(Kafaligonul, Albright, & Stoner, 2018; Sundberg, Mitchell,

Gawne, & Reynolds, 2012). This latency measure was defined

as the time point when the response reached half the differ-

ence between the peak amplitude and baseline amplitude.We

established this latency by first identifying the first 5 succes-

sive 2-msec bins within the N1 time-range that exceeded this

midpoint estimate. The latency was taken to be the first of

these bins. We computed this metric for all conditions of each

participant. A two-way repeated-measures ANOVA did not

reveal any main effect of cueing (F1, 14 ¼ .011, p ¼ .919,

h2p ¼ .001), swapping (F2, 28 ¼ 2.809, p ¼ .077, h2p ¼ .167) or a

significant two-way interaction (F2, 28 ¼ .162, p ¼ .851,

h2p ¼ .011). Thus, neither analysis of the peak latency nor the

latency to the half-peak amplitude revealed a significant ef-

fect of cueing or swapping on the time course of the N1.

These analyses thus demonstrated that the N1 amplitude

was impacted by cueing but revealed no significant effect of

swapping thereby supporting an object-based account of our

results and providing no support for feature-based effects

(such as those proposed by the motion-competition explana-

tions). To further investigate the possibility that swapping

(and hence feature-based effects) might nevertheless have

impacted the N1, we applied Bayesian statistics to all the N1

component metrics (peak amplitude, latency, and half-peak
latency). Consistent with our ANOVA results, a Bayesian

repeated-measures ANOVA suggested that the changes in

peak amplitudes were best represented by the model

including only cueing as themain factor, compared to the null

model (BF10 ¼ 132.3). With regards to the peak and half-peak

latency values, the outcome of Bayesian tests mainly sup-

ported the null hypotheses similar to the previously reported

ANOVA results (see Supplementary Table S2). In conclusion,

the analyses on the N1 component revealed a robust cueing

effect on amplitude, with N1 responses to translations being

larger (i.e., more negative) for cued conditions than for uncued

conditions. This trend held for all swap conditions. Since

motion-competition and other feature-based mechanisms

predict that feature swaps should reverse the cueing effect

(Stoner & Blanc, 2010), our results rule out those explanations

for the N1 effect observed in the current study. Conversely, we

observed no significant impact on the time course of theN1 for

either our cueing or feature-swapping manipulations. These

follow-up tests further emphasize that the strength modula-

tions (rather than pure latency shifts) mainly contributed to

the observed cueing effect on the N1 component (Fig. 5B) over

the identified occipital and parieto-occipital scalp sites.
4. Discussion

4.1. Summary

The present study confirmed earlier findings (Reynolds et al.,

2003; Stoner & Blanc, 2010) that the delayed onset of one of

two superimposed counter-rotating dot fields yields an

advantage in judging the direction of subsequent brief
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Fig. 5 e Averaged activities and derived waveforms from the exemplar scalp sites (n ¼ 15). The locations of exemplar

electrodes that were used in analyses are shown on a headmodel (i.e., Oz, O1, O2, POz, PO3, PO4, PO7, PO8, P1, P3, P4, P5, P6,

P7, P8, CP3, CP5, CP6, C5, TP8, TP7). (A) The averaged ERPs for each swap condition are displayed in separate plots. In each

plot, the blue and orange curves correspond to evoked activities for cued and uncued conditions, respectively. The ERPs

were time-locked to the onset of the translation and displayed in the range from the start of each trial to 400 msec after

translation. The dashed lines indicate the appearance of the first (¡1050 msec) and second dot fields (300 msec). The

100msec time window before the onset of the first dot field (¡1150msec,¡1050 msec) was used as the baseline period. The

identified time window based on the cluster-based permutation test is highlighted by a dashed rectangle. (B) The averaged

combined waveform for the cued (blue) and uncued (orange) conditions after translation. The difference waveform

(cuedcomb-uncuedcomb) is indicated by the thick gray curve, and the shaded area corresponds to the standard error (±SEM)

across participants. (C) Bar plots displaying the averaged amplitudes within the identified time window (238e326 msec) for

each condition (2 cued/uncued x 3 swap conditions). The blue and orange bars correspond to cued and uncued conditions,

respectively. The dots represent the data from individual participants. Error bars ± SEM.
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translations of the delayed dot field relative to translations of

the non-delayed dot field. By introducing motion-direction

and color “feature swaps” simultaneously with the trans-

lation onset, we also confirmed Stoner and Blanc's (2010)

finding that this performance advantage is indeed specific to

the delayed dot field rather than to the overall color and/or

motion direction configuration of these stimuli. Most impor-

tantly, we found ERP correlates of this processing advantage

in the N1 component range. The spatial distribution of this

ERP component was consistent with the involvement of mid-

and perhaps low-level visual areas. Our findings rule out ex-

planations based on feature-specific selection as well as those
based on feature competition/normalization. They support an

object-based interpretation of the cueing effects observed in

the delayed-onset transparent-motion design used here, as

well as in the studies that have used variations of the original

Valdes-Sosa, Cobo, and Pinilla (1998) two-translation design

(Fallah et al., 2007; Khoe et al., 2005, 2008; Lopez et al., 2004;

Mitchell et al., 2003, 2004; Pinilla et al., 2001; Reynolds et al.,

2003; Rodriguez et al., 2002; Wanning et al., 2007). Our re-

sults highlight the need for a model of object-based attention

that can account for the ability to discriminate between the

densely intermixed elements of two spatially superimposed

and rapidly moving objects.
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Fig. 6 e Averaged potentials in the time-range of the

identified cluster (238e326 msec) with the performance

values for each condition (2 cued/uncued x 3 feature

swaps). The locations of exemplar electrodes used in our

analyses are shown in Fig. 5. Filled and open symbols

correspond to the cued and uncued conditions,

respectively. Each swap condition is represented by

different symbols. Vertical and horizontal error bars

correspond to the variance across observers (±SEM). The

black solid line indicates the best linear fit and dotted lines

denote the 95% confidence intervals on the linear fit.
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4.2. Object-based versus motion-competition
explanations

As reviewed in section 1.4, Stoner and Blanc (2010) offered a

motion-competition account that parsimoniously accounted

for previous findings without the need to invoke object-

specific attentional enhancement. Critically, the motion-

competition account asserts that the key determinant of

behavioral and neuronal responses is whether the translation

competes with a new or old rotation irrespective of which

objects (i.e., dot fields) happen to undergo those motions. To

test that prediction, Stoner and Blanc (2010) introduced the

motion-swap manipulations used in the current study. If the

motion-competition account were valid, this manipulation

should reverse the cueing effect: translations of the undelayed

(“uncued”) dot field should yield better accuracy than trans-

lations of the delayed (“cued”) dot field. Contrary to that pre-

diction, they found (and we confirmed in the current study)

that the performance advantage conferred by delayed onset

was not reversed by motion swaps. These results thus ruled

out the motion-competition explanation and demonstrated

that the advantage was indeed object-specific. Most impor-

tantly, these findings demonstrated that the link between

rotations and translations are the spatially intermixed dots

that undergo thosemotions. As the receptive fields of neurons

in areas MT and MST (medial superior temporal area) are too

large to distinguish the dots from different fields, Stoner and

Blanc (2010) suggested that earlier areas such as V1 (and/or

V2) were likely involved and outlined a mechanism involving

top-down feature-specific interactions between areas MT

(and/or MST) and area V1 coupled with spatially local coop-

erative interactions between neurons tuned to different fea-

tures within V1. The current study was motivated, in part, to

look for further evidence of that mechanism.
4.3. Behavioral findings

Our behavioral findings confirmed the dot specificity of the

cueing effect found by Stoner and Blanc (2010): behavioral

accuracy was greater for translations of the cued (delayed) dot

field than for translations of the uncued dot field even in the

presence of motion and color swaps. Consistent with the re-

sults of Stoner and Blanc (2010), we did, however, find a slight

(but significant) decrease in the cueing effect when intro-

ducing color swaps (see section 4.4). Our results did diverge

slightly from those of Stoner and Blanc (2010). Specifically, we

found that motion swaps resulted in an overall decrease in

performance (i.e., for both cued and uncued trials) as well as a

decrease in the cueing effect. They found neither of these ef-

fects. The explanation for these discrepancies is unclear but

may reflect small differences in the two designs. For example,

in the current study, the translation duration (133 msec) was

considerably longer than that (40 msec) used by Stoner and

Blanc (2010). This longer duration was intended to yield

more reliable behavioral responses butmay have also resulted

in the observed discrepancies: the dot-field specificity of the

cueing effect may not survive the full 133 msec. In addition,

the dot fields in Stoner and Blanc (2010) were significantly

brighter than those used in the current study and this differ-

ence might conceivably account for the differential impact of

motion swaps and/or color swaps in the two studies. How

these brightness differences might be related to the different

findings is not immediately clear but might be related to the

differential attentional salience accompanying swaps. Lastly,

it should be emphasized that the differences in the findings of

the two studies are relatively small and may simply be due to

chance variations in the subject pool: different subjects likely

have slightly different mechanisms or strategies underlying

their performance in these tasks. Further research, including

the implementation ofmodels (see section 4.7), may shed light

on the small differences in the findings of the two studies.

4.4. Role of color

The two dot fields differed in color in the original Valdes-Sosa,

Cobo, and Pinilla (1998) design as well as in most subsequent

studies using variants of that design and hence color could

conceivably have mediated the cueing effects found in those

studies. As previously noted, however, Mitchell et al. (2003)

found that the cueing effect survived the removal of color

differences in the two-translation design. The results of the

color swap experiments documented here, and by Stoner and

Blanc (2010), demonstrate that the cueing effect is mostly not

color specific: swapping the colors of the two dot fields did not

reverse the cueing effect. It did, however, reduce the cueing

effect very slightly. The significance of this slight reduction is

not immediately clear but modeling studies like those refer-

enced in section 4.6 may shed light on these findings. While

these findings do not reveal a substantial role for color in the

preferential processing of motion documented in those

studies. They do notmean, however, that the color of the cued

dot field is not itself granted a processing advantage when

color differences are present. Indeed, Fallah et al. (2007), using

the delayed-onset design, found a color processing advantage

in the responses of color-selective neurons in area V4. Those

https://doi.org/10.1016/j.cortex.2022.02.013
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findings revealed that the color, as well as the motion direc-

tion of the delayed dot fields as revealed in other studies,

enjoy a processing advantage as would be predicted from the

object-based account. We predict that this processing

advantage would also be dot-field specific (rather than color-

specific) and hence extend to a “new” color as occurs in our

color-swap conditions.

4.5. Spatial attention

The finding that the cueing effect is specific to the individual

dotsmight suggest that, despite the spatial superimposition of

the two dot fields, subjects in these experiments were atten-

tively tracking a subset of these dots thus employing a type of

spatial attention (i.e., with a moveable “spotlight”). We think

this is unlikely for several reasons. First, there is no motiva-

tion for subjects to attend one set of dots or the other as the

translations of the two dot fields occur with equal probability.

Second, the subjects were firmly and explicitly instructed to

diffusely attend and not attend to either dot field or a subset of

the dots. Third, only a subset of the dots translated coherently

so, as the subjects were informed, attending to the global

motion is a better strategy than attending to a particular dot or

set of dots. Finally, Intriligator and Cavanagh (2001) found that

the spatial resolution of attentive tracking is much coarser

than visual resolution. Thus, while the dots of the two dot

fields in our study can be visually resolved, the close spatial

proximity of the spatially intermixed rapidly moving dots

would seemingly defeat any attempt to attentively track

them.

4.6. ERP findings

Using a two-translation design in which the first translation

serves as an exogenous cue, Khoe et al. (2005) found evidence

that exogenous cueing modulated the early C1 component

(75e110 msec) as well as the N1 component (160e210 msec).

The C1 effect is consistent with the involvement of early

areas, including area V1, whereas the N1 component is

generally thought to involve mid-level cortical areas. Earlier

ERP studies using the two-translation design had included an

endogenous cue (fixation point color) and did not find a C1

effect (Lopez et al., 2004; Pinilla et al., 2001). Moreover, while

those studies reported N1 effects, the N1 had a later time

course (244e293 msec) than that of Khoe et al. (2005). In the

present study, the ERP modulations were similarly most

prominent in the N1 component range (238e326 msec). More

importantly, these modulations indicated dot-field specific

cueing that survived feature swaps (i.e., of motion and/or

color). Compared to the prior EEG findings using transparent-

motion (e.g., Khoe et al., 2005, 2008; Lopez et al., 2004; Pinilla

et al., 2001; Valdes-Sosa, Bobes, et al., 1998; Valdes-Sosa

et al., 2004), the peak of N1 component observed in this

study was somewhat delayed and/or the overall component

range was extended in time. One potential explanation for

these differences lies in the differing rotation speeds used in

the studies. It has been established that the amplitude and

latency of the N1 component elicited by amotion-onset can be

reduced and delayed by a previous period of motion stimu-

lation (Müller, G€opfert, Breuer, & Greenlee, 1998; Pinilla et al.,
2001). More to the point, using a transparent-motion design

similar to the one here, Pinilla et al. (2001) demonstrated that

N1 peak latency to brief translations is dependent on the

preceding rotation speeds of the two dot fields. They found

that the peak latency of the N1 was shortest when the dot

fields were stationary prior to the translation and increased as

the speed of the background rotation was increased. Our

rotation speed of 81�/s was greater than those used in previ-

ous EEG studies and based on the findings of Pinilla et al.

(2001), this is consistent with a delay of several tens of milli-

seconds. Pinilla et al. (2001) found,moreover, that the duration

of this component increases as the rotation speed is

increased. Consistent with their findings, the latency and

duration of the N1 reported here was similar to that reported

by Pinilla et al. (2001) for the highest rotation speed (i.e., 80�/
sec). Lastly, our translation was of longer duration and this

could plausibly contribute to both a delay in the peak of the N1

and longer duration relative to the findings of Pinilla et al.

(2001).

4.7. What is the neuronal basis of object-based
attention?

As discussed, our findings appear to rule out feature-based

(i.e., direction-of-motion) normalization/competition models

as the explanation of the cueing effect observed in this

transparent-motion design. More generally, Stoner and Blanc

(2010) have argued that the dot-field specificity of the cueing

effect appears to rule outmechanisms that rely solely onmid-

level cortical areas (e.g., area MT), as receptive fields in those

areas are too large to distinguish between the intermixed dots

of the superimposed dot fields. Stoner and Blanc (2010) noted

that area V1 receptive fields, on the other hand, are small

enough to contain mostly dots of one field or the other at any

given moment in time. Based on these observations, they

outlined a model involving “cooperative” (recursive excit-

atory) connections within direction-of-motion V1 hyper-

columns6 (Hubel &Wiesel, 1974; Ts'o, Zarella, & Burkitt, 2009).

Stoner (2010) implemented a simple neuronal network version

of thismodel and demonstrated that it could replicate the dot-

field specific cueing observed by Stoner and Blanc (2010).

Stoner (2010) also demonstrated that thismodel can be readily

be extended to include hypercolumns tuned to additional

feature dimensions (e.g., color) and could thus account for the

spreading of attention across feature dimensions (e.g., Ernst

et al., 2013; Schoenfeld et al., 2003; Schoenfeld, Hopf, Merkel,

Heinze, & Hillyard, 2014; Wanning et al., 2007). Because this

model achieves object-specific spreading of an attentional

bias by relying on the fine-grained locations of object parts

(e.g. texture elements or edges) and occurs before the feature

dimensions of color and motion are partially segregated in

higher-order areas, it sidesteps the need to postulate a higher-

order mechanism that would somehow identify which fea-

tures belong to which objects and then coordinate the activity

https://doi.org/10.1016/j.cortex.2022.02.013
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in the separate cortical areas (such as MT and V4) specialized

for different feature dimensions (Duncan, 1996).

While this model has the appeal of offering a concrete and

simple means to account for the object-based effects

described in this and related studies, neither our EEG findings

nor earlier studies have demonstrated ERP modulations that

definitively arise from area V1 (though see Khoe et al., 2005).

To date, the best direct evidence of area V1's involvement in

object-based attention appears to come from imaging studies

(Ciaramitaro et al., 2011; Ernst et al., 2013). We think it is likely

that EEG recordings have insufficient spatial resolution to test

our proposal of area V1 and/or V2's involvement and that

single-cell recording, such as used to examine area MT's
involvement in surface-based attention (Wanning et al., 2007),

will be needed to resolve the roles of these lower-order cortical

areas.

Lastly, we note that the terms object-based and surface-based

attention have been used to refer to a variety of different ef-

fects in different paradigms. We think the mechanisms un-

derlying the object-based effects used in the transparent-

motion stimuli are likely different, at least in part, from that

found in other paradigms. For instance, one (now classic)

paradigm uses spatially separated stimuli and hence admits

spatial selection based on the outline of the object in question

(e.g., Chen, 1998; Egly et al., 1994; Lavie & Driver, 1996;

Macquistan, 1997). Other studies have used superimposed

objects but plausibly allow for object-class template mecha-

nisms (Cohen & Tong, 2015). Further work is needed to

determine the overlap in neuronal mechanisms that support

these various attentional phenomena.
5. Conclusions

Our findings provide the first evidence of the role of the N1

component in object-based attention under conditions that

rule out the feature-based explanations that have been shown

to be admitted by previous studies (Stoner & Blanc, 2010).

Together with previous research, these findings reinforce the

importance of the N1 component in object-based selective

processing as well as other types of attentional phenomena.

Both our behavioral and EEG results provide evidence of an

attentional processing advantage that spreads from one

feature to another based on the spatiotemporal continuity of

local texture elements (dots in the case of dot fields) rather

than relying on higher-order mechanisms. Although we have

speculated that this fine-grained spatial selectionmay involve

area V1, future research is needed to identify themechanisms

underlying the behavioral and neuronal effects documented

in this study.
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