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1  |   INTRODUCTION

To form a coherent percept of the external world, the brain 
integrates spatial and temporal information provided by dif-
ferent modalities. Understanding the processes involved in 
combining information from different sensory modalities 
has become a focus of research in various areas of neurosci-
ence (Murray & Wallace, 2012; Spence, 2018). Most of the 

previous studies have been particularly based on auditory and 
visual modalities. Accordingly, many audiovisual paradigms 
have been developed to demonstrate the role of crossmodal 
interactions in sensory processing and final percept (Chen 
& Vroomen, 2013). Using audiovisual stimulation, previous 
studies have shown that even task-irrelevant information pro-
vided by a secondary modality can change the detection and 
discrimination of a primary target. Such paradigms have been 
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Abstract
The integration of information from different senses is central to our perception of 
the external world. Audiovisual interactions have been particularly well studied in 
this context and various illusions have been developed to demonstrate strong in-
fluences of these interactions on the final percept. Using audiovisual paradigms, 
previous studies have shown that even task-irrelevant information provided by a sec-
ondary modality can change the detection and discrimination of a primary target. 
These modulations have been found to be significantly dependent on the relative 
timing between auditory and visual stimuli. Although these interactions in time have 
been commonly reported, we have still limited understanding of the relationship be-
tween the modulations of event-related potentials (ERPs) and final behavioral per-
formance. Here, we aimed to shed light on this important issue by using a speeded 
discrimination paradigm combined with electroencephalogram (EEG). During the 
experimental sessions, the timing between an auditory click and a visual flash was 
varied over a wide range of stimulus onset asynchronies and observers were engaged 
in speeded discrimination of flash location. Behavioral reaction times were signifi-
cantly changed by click timing. Furthermore, the modulations of evoked activities 
over medial parietal/parieto-occipital electrodes were associated with this effect. 
These modulations were within the 126–176 ms time range and more importantly, 
they were also correlated with the changes in reaction times. These results provide an 
important functional link between audiovisual interactions at early stages of sensory 
processing and reaction times. Together with previous research, they further suggest 
that early crossmodal interactions play a critical role in perceptual performance.
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found to be important for understanding the dynamics of au-
diovisual interactions at early stages of sensory processing 
(Zhou et al., 2020).

In these studies, simple and brief forms of stimulation 
(e.g., a click and a visual flash) were typically used. The stim-
ulus onset asynchrony (SOA) between auditory and visual 
stimuli was varied to understand the nature of audiovisual 
interactions in the temporal domain. Particularly, the effect 
of SOA on audiovisual interactions was designed to test the 
predictions of the phase-resetting hypothesis. This hypothesis 
states that events in one sensory modality can reset the phase 
of oscillations within brain areas specialized for processing 
another modality (see Thorne & Debener,  2014, for a re-
view). Based on the primary modality (vision or audition), ei-
ther negative (i.e., SOA ≤ 0) or positive (i.e., SOA ≥ 0) SOAs 
were used and the sampling rate of SOA values was typi-
cally high to test the predictions of phase resetting reliably 
(e.g., Naue et  al.,  2011; Thorne et  al.,  2011). The reaction 
time (RT) values were found to be significantly dependent 
on the SOA values and there was a monotonic increase as 
the absolute value of SOA was increased. More importantly, 
in the low-frequency oscillations [e.g., electroencephalo-
gram (EEG)], the SOA changed the phase coherency across 
trials such that only specific SOAs increased coherency as 
predicted by phase-resetting. A behavioral study (Diederich 
et  al.,  2012) also provides evidence that these changes in 
phase coherency can be manifested as oscillations (i.e., rip-
ples) on the monotonic increasing trend of RT values from 
individual subjects.

These findings provide novel and important insights 
into the nature of audiovisual interactions in time. Through 
phase-resetting, they first demonstrate how audiovisual in-
teractions can take place over cortical areas that were previ-
ously thought to be sensory-specific. Moreover, they reveal 
that the modulations of low-frequency oscillations over these 
areas can explain the changes and variations in the final RT 
values (e.g., Thorne et al., 2011). On the contrary, we have 
still limited information on the correlation between RT val-
ues and changes in the neural activity in terms of event-re-
lated potentials (ERPs). Using relatively complex stimulation 
and perceptual tasks, recent studies suggest the involvement 
of audiovisual interactions at different stages of sensory pro-
cessing. For instance, it has been shown that a change in 
click timing relative to the brief apparent motion frames can 
take place at both early and late ERP components located 
over distinct scalp sites (Kaya & Kafaligonul,  2019; Kaya 
et al., 2017). Moreover, Cecere et al. (2017) have found that 
the temporal order between auditory and visual stimuli is an 
important factor for engaging audiovisual interactions at dis-
tinct scalp sites. In their study, they used a click and a visual 
flash and systematically varied the timing and the temporal 
order between these stimuli. Based on the leading modality 
in time (auditory-leading vs. visual-leading stimulus pairs), 

they found distinct spatiotemporal maps of EEG activity in 
terms of audiovisual interactions, suggesting the recruitment 
of different networks and processes for evaluating audiovi-
sual synchrony. Their results further support the notion that 
audiovisual temporal integration may require flexible use of 
different neural mechanisms (Murray et  al.,  2016; Talsma 
et al., 2010; van Atteveldt et al., 2014). However, the implica-
tions of these findings are not explicitly evaluated within the 
context of a simple detection or discrimination paradigm. An 
important question to ask is whether the correlation between 
RT values and the changes in the spatiotemporal profile of the 
neural activity is restricted to early ERP components or not.

In the present study, we aimed at understanding the na-
ture of these correlations comprehensively. In particular, 
we wanted to identify audiovisual interactions at different 
stages of sensory processing that parallel discrimination per-
formance in terms of RT values. As in previous studies, we 
used a static click and a visual flash for stimulation and sys-
tematically varied the SOA between these stimuli. Critically, 
our experimental design included both negative (i.e., audi-
tory-leading) and positive (i.e., visual-leading) SOA condi-
tions. Observers were engaged in a speeded discrimination 
of visual flash location. Building on the recent ERP findings 
mentioned above, we anticipated on finding audiovisual in-
teractions in both early and late ERP components. Using a 
relatively complicated audiovisual stimulation and criterion 
content (e.g., Kaya & Kafaligonul, 2019), previous research 
suggested the audiovisual interactions in late components are 
in line with the changes in perceptual performance. Given 
the recent notion emphasizing that different multisensory 
processes can be adaptively recruited based on the nature of 
sensory stimulation and specific task demands (van Atteveldt 
et al., 2014), the implications of these findings for a simple 
detection or discrimination task in a wide range of SOAs 
still remain unclear. Here, using a simple discrimination 
paradigm, we specifically tested the hypothesis of whether 
the correlations between RT values and the modulations 
of neural activity were restricted to late ERP components. 
Alternatively, as proposed by previous phase-resetting stud-
ies, the audiovisual interactions at low-level sensory areas 
and modulations in early ERP components may play a criti-
cal role in shaping final perceptual performance in a simple 
detection or discrimination paradigm.

2  |   METHOD

2.1  |  Participants

Twenty healthy volunteers (7 females, 19 right-handed, age 
range of 19–34  years) participated in the study. All par-
ticipants had normal or corrected-to-normal visual acuity 
and normal hearing by self-report. None of them reported 
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having a history of neurological disorders. They also gave 
informed consent before participation. The sample size 
was commensurate with previous studies using similar set-
tings, audiovisual stimulation, and/or procedure (Kaya & 
Kafaligonul, 2019; Naue et al., 2011). All procedures were in 
accordance with the Declaration of Helsinki (World Medical 
Association, 2013) and approved by the local ethics commit-
tee at the School of Medicine, Ankara University.

2.2  |  Apparatus

Stimulus presentation, experimental paradigm, and data 
acquisition were controlled by MATLAB version 7.12 
(The MathWorks, Natick, MA) with the Psychtoolbox 3.0 
(Brainard, 1997; Pelli, 1997). Visual stimuli were displayed 
on a 21-inch CRT monitor (1,280 × 1,024 pixel resolution, 
100 Hz refresh rate) at a viewing distance of 57 cm. A photom-
eter (SpectroCAL, Cambridge Research Systems, Rochester, 
Kent, UK) was used for luminance calibration and gamma 
correction of the display. Sounds were introduced via insert 
earphones (E-A-RTONE 3A, 3M Auditory Systems, Village, 
IL) and amplitudes were measured by a sound-level meter 
(SL-4010, Lutron Electronics, Taipei, TW). The physical tim-
ing of auditory and visual stimuli was confirmed with a digital 
oscilloscope (Rigol DS 10204B, GmbH, Puchheim, Germany) 
connected to the computer soundcard and a photodiode, which 

detected the visual stimulus onset. All the experimental ses-
sions were performed in a silent and dimly lit room.

2.3  |  Stimuli and procedure

As a fixation point, a small red circle (0.3° diameter) was pre-
sented at the center of the display throughout an experimental 
block. Visual stimulus was a 50 ms “flashed” bar (0.4 × 3.0° 
with a luminance of 97 cd/m2) on a gray background (20 cd/
m2). The “flashed” bar was centered 2.5° above the central 
fixation point and presented either 1° left or right of the 
fixation (Figure  1a). A 20  ms “click” (i.e., a brief station-
ary sound) was used as an auditory stimulus. The click com-
prised of a rectangular windowed 480 Hz sine-wave carrier 
and sampled at 44.1 kHz with 8-bit quantization. It was bin-
aurally introduced at 75 dB sound pressure level (Figure 1b). 
The durations of click and visual flash were exactly the same 
as those used in our previous study on apparent motion (Kaya 
& Kafaligonul, 2019) to have a systematic comparison across 
findings. The relative timing (SOA) between the visual flash 
and click were chosen pseudo-randomly from eight values: 
−160, −120, −80, −40, 0, 40, 80, and 120  ms. The nega-
tive and positive SOA values corresponded to auditory- and 
visual-leading conditions, respectively (Figure  1c). The 
range of SOA values was determined based on pilot behavio-
ral sessions on a few observers. In addition to these bimodal 

F I G U R E  1   Experimental design. (a) The visual stimulus was a flashed bar either at the left or right of the red fixation point. The timeline 
for the visual-only condition is displayed at the top and the black filled rectangle in the timeline corresponds to the flashed bar. (b) The auditory 
stimulus was a brief static click introduced binaurally through earphones. The timeline for the auditory-only condition is displayed at the top and 
the open (unfilled) rectangle in the timeline corresponds to the click. (c) The timeline for bimodal (AV) conditions. Eight SOA conditions were 
used and the timeline for each SOA is displayed in separate rows. Relative durations of visual and auditory events are indicated by the thickness of 
rectangles

(a) (c)

(b)
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(AV) conditions, two unimodal conditions (auditory-only: A, 
visual-only: V) were also included in the experiment. Except 
for presenting either auditory or visual stimulus, the same 
stimulus parameters of the 0 ms SOA condition were used in 
these unimodal conditions (see also timelines in Figure 1a,b).

For each trial, an audiovisual configuration was pseu-
do-randomly selected from 10 different conditions (8 bi-
modal and 2 unimodal conditions) and presented according 
to the timelines in Figure  1. The 600  ms before the visual 
bar onset was used as a pretarget period. Participants were 
requested to report the location of the visual bar (left or right, 
two-alternative forced-choice) via keyboard press as fast as 
possible (i.e., speeded reaction-time task). Participants were 
told that the visual bar would be accompanied by a click but 
to base their responses solely on the visual bar. They were 
also asked to fixate, passively listen to the click, and not to 
respond when there was no visual bar during a trial (i.e., au-
ditory-only condition). As soon as the keyboard press, the 
response was recorded. A trial was ended 850 ms after the 
onset of the visual bar. The next trial started after a variable 
inter-trial interval (350–1,050 ms). For the auditory-only (A) 
condition, the timeline of stimulation was exactly the same as 
that of 0 ms SOA condition with the exception of not display-
ing the visual bar. As also in bimodal (AV) conditions, ob-
servers did not perform any task based on the auditory click 
in this condition. Our ERP analyses were based on testing 
the additive model (see ERP Analyses, for details). Therefore, 
when comparing the difference ERPs (AV-A) with that of 
visual-only (V), major confounding factors (e.g., having no 
motor response in the difference ERPs) were circumvented 
through these instructions.

In each experimental block, there were 100 trials (10 con-
ditions × 10 trials per condition). Each participant completed 
five experimental blocks corresponding to a total number of 
500 trials (50 trials for each condition). Participants were en-
couraged to have a short break (approximately less than one 
minute) between the blocks to maintain high concentration 
and to prevent fatigue. Prior to these experimental blocks, 
each participant was also shown examples of the visual and 
auditory stimuli.

2.4  |  Behavioral data analysis

Simple reaction time (RT) has been extensively used to de-
tect changes in the speed of sensory and perceptual process-
ing. As in previous multisensory studies (e.g., Diederich 
et al., 2012; Navarra et al., 2009), we mainly relied on RT 
values as behavioral measures, and thus, assessed the per-
ceived timing of a visual event (i.e., flashed bar). The trials 
in which the location of the visual bar was correctly judged 
within 150–700 ms range were included in further behavioral 
and EEG analyses. Based on this criterion, on average only 

5.02% of trials per condition (SEM = 0.94%) were excluded. 
After excluding these and other trials (see EEG Recording 
and Preprocessing for other excluded trials), we calculated 
average RT values across subjects for each bimodal SOA and 
visual-only conditions. To determine whether the effect of 
relative timing between auditory click and visual flash was 
significant, we applied one-way repeated-measures ANOVA 
with SOA as a factor. Moreover, we compared the RT of 
each SOA condition with that of the visual-only condition 
using paired t-tests. Multiple comparisons were corrected 
through the false discovery rate (FDR) procedure (Benjamini 
& Hochberg, 1995; Benjamini & Yekutieli, 2001).

2.5  |  EEG recording and preprocessing

Electroencephalogram (EEG) was recorded via a 64-channel 
MR-compatible system (Brain Products, GmbH, Gilching, 
Germany). The system included 63 scalp electrodes (sin-
tered Ag/AgCl passive electrodes) and an additional elec-
trocardiogram (ECG) electrode was attached to the back of 
participants to control for cardioballistic artifacts. The scalp 
electrodes were mounted on an elastic cap (BrainCap MR, 
Brain Products, GmbH) according to the extended 10/20 sys-
tem. The FCz and AFz scalp electrodes were used as the ref-
erence and ground electrodes, respectively. No further offline 
re-referencing was applied. Impedances at all recording elec-
trodes were typically set below 10 kΩ by applying conduc-
tive paste (ABRALYT 2000, FMS, Herrsching–Breitbrunn, 
Germany). EEG signals were acquired at a 5-kHz sampling 
rate and band-pass-filtered between 0.016 and 250 Hz.

EEG data were analyzed offline using Brain Vision 
Analyzer 2.0 (Brain Products, GmbH), the Fieldtrip toolbox 
(Oostenveld et al., 2011), and our custom MATLAB scripts 
(The MathWorks). EEG preprocessing steps were similar 
to those described previously (Kaya et al., 2017). First, the 
data were down-sampled to 500  Hz and the cardioballistic 
artifacts were removed by the signal from the ECG channel 
(Allen et al., 1998). Second, the data were filtered through a 
zero-phase shift Butterworth high-pass filter (3 Hz, 24 dB/
octave) and a 50-Hz notch filter (50 Hz ± 2.5 Hz, 16th order). 
Previous research indicated that different levels of expectancy 
can originate in dynamic modulation of the delta oscillation 
phase (1–3 Hz). The low-frequency oscillations in this range 
play a functional role in human anticipatory mechanisms 
(Stefanics et al., 2010). It was also shown that slow oscilla-
tory activity (1–3 Hz) related to intersensory attention may 
entrain to regular stimulation, and hence, affect the evoked 
activities (Gomez-Ramirez et al., 2011). Similar to previous 
multisensory studies (e.g., Keil et al., 2017), we used a 3 Hz 
cut-off frequency for high-pass filtering to limit the contri-
bution of this possible confound. We also confirmed that this 
filtering procedure did not introduce a significant artifact in 
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the final identified electrode locations and time window. For 
bimodal and visual-only conditions, the event marker was set 
at the onset of the visual bar and this time point was consid-
ered as the reference zero-point in time. For the auditory-only 
condition, the reference point was adjusted to the onset of 
click (which corresponded to the onset of the visual bar in the 
timeline of bimodal and visual-only conditions). Then, the 
data were segmented into epochs from −600 ms to 1,000 ms. 
At the final stage, the infomax-independent component anal-
ysis was applied to these epochs to remove common EEG 
artifacts such as eye blinks. The components were evaluated 
according to each participant's scalp maps and activity pro-
files (Jung et al., 2000). Around three components (M = 2.65, 
SD = 1.87) were typically removed. Each trial was screened 
automatically by artifact rejection criteria and manually by 
eye. In the automatic artifact rejection, any trial with os-
cillations over 50 μV/ms or a voltage change of more than 
200 μV was rejected. Any missing and excessive noisy chan-
nels (M = 1.16, SD = 1.95) were interpolated using a spheri-
cal-spline procedure (Perrin et al., 1989). Trials with artifacts 
(on average 11.77% of trials per condition, SEM = 2.47%) 
were rejected from further ERP and behavioral data analyses.

2.6  |  ERP analyses

After the preprocessing steps, EEG signals from each spe-
cific electrode were averaged across trials to compute ERPs 
and a low-pass filter (6th order zero-phase Butterworth IIR 
filter with 40 Hz cut-off frequency) was applied to further 
smooth these ERPs. Baseline correction was applied accord-
ing to the −260 to −160 ms before the onset of the visual 
bar (and the corresponding time point in the auditory-only 
condition). For all the conditions, this time range was be-
fore the onset of the first stimulus and there was no stimula-
tion. In the experimental paradigm studied here, observers 
performed a speeded discrimination task on the location of 
visual flash while listening to the static click passively. In 
other words, vision and audition were primary task-relevant 
and secondary task-irrelevant modalities, respectively. As in 
previous studies, we expected to find significant effects of 
auditory timing on visual reaction times. This pattern of re-
sults would imply that the information provided by audition 
interacts and interferes with the processing primarily carried 
out by vision. Accordingly, our ERP analyses were based on 
an application of the additive model [(AV-A) vs. V or AV 
vs. (A + V)] to detect nonlinear neural response interactions 
and to reveal modulations of these nonlinear components by 
auditory timing (see Stevenson et al., 2014, for a review and 
comparison of models). This approach has been commonly 
used in EEG studies on humans to quantify audiovisual in-
teractions (e.g., Cappe et al., 2010; Giard & Peronnet, 1999; 
Molholm et al., 2002; Raij et al., 2010). More importantly, 

the application of this model to ERPs revealed a similar time-
line of audiovisual interactions to that of analysis employing 
reference-independent global measures of the electric field at 
the scalp (Cappe et al., 2010).

To identify SOA-dependent modulations of nonlinear 
neural response interactions, we first subtracted the audi-
tory-only ERPs from those elicited by bimodal stimulation 
(AV-A). For each participant and electrode location, the au-
ditory-only epoch (i.e., ERP without baseline correction) was 
first extracted and aligned to match stimulus onset according 
to the SOA used in the bimodal condition (AV). Then, this 
waveform was baseline corrected using the same prestimu-
lus time range as the one used for bimodal conditions (−260 
to −160 ms). To quantify nonlinear audiovisual interactions, 
this synthetic ERP was subtracted from the corresponding 
AV condition. Hence, the difference (AV-A) ERP for each 
SOA condition was computed. To determine the spatiotem-
poral profile of significant modulations by auditory timing, 
we performed running repeated-measures ANOVAs (with 
SOA as a factor) on the difference (AV-A) ERPs for each 
time point and electrode location. It should be noted that 
an ANOVA (or a correlation) test on the (AV-A) difference 
ERPs leads to the same statistical results as the one on the 
[AV- (A + V)] difference ERPs since exactly the same vi-
sual-only (V) data point is subtracted from the eight SOA 
conditions in the latter one. To overcome multiple compar-
isons across time and electrode location at the cluster-level, 
we used the cluster-based permutation test integrated into the 
Fieldtrip toolbox (Maris & Oostenveld, 2007). Briefly, this 
approach clusters spatially and temporally adjacent samples 
with F values exceeding an uncorrected alpha level of 0.05. 
We additionally required at least three neighboring electrodes 
to form a cluster. Then, the cluster-level statistic was calcu-
lated by taking the sum of F values within a spatiotemporal 
cluster. Also, a null-distribution of cluster-level statistics was 
created by using Monte Carlo simulations with 5,000 permu-
tations, in which condition labels were randomly exchanged 
within each participant. Finally, the observed (i.e., empiri-
cal) cluster-level statistics were compared to the generated 
null-distribution. The observed cluster-level statistics which 
fell in the highest or the lowest 2.5th percentile of the gener-
ated null-distribution were considered to be significant.

In our study, we specifically aimed to reveal auditory modu-
lations that parallel changes in discrimination performance. As 
detailed above, the main behavioral measure was reaction time 
(see Behavioral Data Analysis). Therefore, the correlations of 
changes in the difference ERPs with the corresponding mean 
reaction times were examined at each time point and electrode 
location. For each SOA condition, the difference ERPs were 
averaged across participants and their amplitudes were com-
pared with the corresponding RTs, which were also averaged 
across participants. The relationship between these two mea-
sures across different SOA conditions was assessed through 



6 of 15  |      KAYA and KAFALIGONUL

linear regression linear fits. As in running ANOVAs, we had 
calculations of multiple correlations across time and electrode 
locations. Similar to previous studies (e.g., Colosio et al., 2017; 
Han et al., 2013; Ribeiro & Castelo-Branco, 2019), we applied 
a cluster-based permutation test to solve this problem and to 
cluster selected samples (p < .05) objectively. The correlation 
coefficients were used to have cluster-level statistics. Other con-
ventions and parameters of the permutation test were the same 
as those used for the running ANOVAs described above.

Of note, any confounding factor that existed in all the bimodal 
conditions (i.e., in all the difference ERPs), did not change with 
auditory timing, and did not correlate with RT value changes 
were not reported as significant. In other words, any criteria 
taking both the outcome of the ANOVA and correlation tests 
into account are expected to be resistant to any confounding 
factor such as common anticipatory processes that might lead 
to spurious audiovisual interactions (Besle et al., 2004; Teder-
Sälejärvi et al., 2002). Therefore, based on the outcome of the 
ANOVA test and the correlation maps (i.e., significant spatio-
temporal clusters), we identified time windows and electrode 
locations associated with both significant effects of SOA and 
correlations. We used the identified electrode locations (i.e., ex-
emplar sites) to display evoked brain activity time-courses for il-
lustrative purposes and also performed additional post hoc tests 
over these electrode locations. For the identified time window, 
we computed the mean difference (AV-A) ERP amplitude and 
tested whether these values are significantly different than that 
of visual-only (V) baseline level for each SOA value through 
paired t-tests. Any significant positive or negative deviation was 
interpreted as a super-additive [AV > (A + V)] or a sub-addi-
tive [AV < (A + V)] interaction. Multiple comparisons were 
corrected using the FDR procedure. Moreover, to further elu-
cidate the source of audiovisual interactions, we computed the 
peak latencies and amplitudes of the components over the iden-
tified electrode locations. Using the specific time range of each 
component, we computed these metrics for each condition and 
observer. We performed one-way repeated-measures ANOVA 
(with SOA as a factor) on these metrics and also carried out 
a correlation analysis between the modulations of each metric 
and changes in behavioral reaction time measures by auditory 
timing. The correlation between these measures across different 
SOA conditions was also evaluated through linear regression 
fits having intercept and slope as coefficients.

3  |   RESULTS

3.1  |  Behavioral results

All observers reported the location of the flashed bar with 
high accuracy (M  =  95.69%, SEM  =  0.83%), suggesting 
that they could easily perform the task at near-ceiling levels. 
There was no effect of SOA on the percent correct values of 

AV conditions and none of these percentage values was sig-
nificantly different than that of V (visual-only) condition. We 
only used the trials with correct responses in the subsequent 
estimation of RT values and ERP analyses. Figure  2 shows 
the average RT values of AV and V conditions. A one-way re-
peated-measures ANOVA on the RT values of AV conditions 
revealed a significant effect of SOA (F7,133 = 50.626, p < .001, 
�

2

p
 = 0.727). An increase in the SOA led to an increase in the 

RT values such that the RTs of negative SOA (i.e., auditory-
leading) conditions were smaller than those of positive SOA 
(visual-leading) conditions. These results suggest that the ob-
servers perceived the visual flash and its location earlier in the 
small negative SOA conditions, and thus, leading to smaller 
RT values when compared to that of positive SOA conditions. 
Except for 80 and 120 ms SOA, RTs of all other conditions 
were significantly smaller than that of visual-only (FDR cor-
rected pairwise comparisons, p < .05). None of the AV condi-
tions was significantly higher than V in terms of RT values.

3.2  |  Audiovisual interactions: Time-
courses and scalp topographies

We performed running repeated-measures ANOVA with 
cluster-based permutation test on the difference (AV-A) 
ERPs. Figure 3a displays the outcome of this test. We found 
two spatiotemporal clusters associated with the significant ef-
fect of SOA. The early cluster was within 126–176 ms time 
range and mainly over medial parietal scalp sites (cluster-level 
Fsum = 1,182.5, p = .018). These modulations were also ex-
tended over occipital and central electrodes (Figure 3a,c). The 
later cluster (cluster-level Fsum  =  8,995.5, p  <  .001) started 

F I G U R E  2   Behavioral results (n = 20). Reaction time values of 
bimodal conditions as a function of SOA. Error bars indicate standard 
error (±SEM) across participants. The dotted line indicates the mean 
value for the visual-only condition and the error bars placed over the 
symbol on the right represent standard error. A significant difference 
between each time interval condition and the visual-only condition was 
marked with an asterisk sign (FDR corrected two-tailed paired t-test, 
p < .05)
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F I G U R E  3   Time courses and scalp topographies. (a) Running repeated-measures ANOVAs with the cluster-based permutation test on 
the difference (AV-A) waveforms. Time is displayed on the abscissa from 0 to 350 ms (relative to the onset of visual flash), and electrodes are 
displayed on the ordinate. A data point was shaded when there was a significant effect of SOA (uncorrected alpha criterion p < .05). The significant 
and nonsignificant spatiotemporal clusters were shaded by black and gray, respectively. Voltage topographical map of the averaged F values 
within the time range of early cluster is displayed at the bottom. The uncorrected significance level is also marked on the color bar. The electrodes, 
which were part of the significant spatiotemporal cluster for at least 20 ms of contiguous data in the time window, are marked by filled circles on 
the topographical map. (b) Running correlation analyses with the cluster-based permutation test on the difference (AV-A) waveforms. Voltage 
topographical map of the averaged t values (derived from correlation coefficients) within the time range of significant cluster is displayed at the 
top. Other conventions are the same as those in the upper plot. (c) Voltage topographical maps of the averaged difference [left: AV-A, right: AV-
(A + V)] waveforms (i.e., difference maps) within the identified time window (126–176 ms). The difference maps for each SOA condition are 
shown in separate rows. The voltage topographical map of V (visual-only) condition and the identified electrodes (which were part of both early 
clusters) are displayed at the top of the left and right column, respectively

(a) (c)

(b)
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around 230 ms and these modulations became dominant over 
almost all electrodes around 300 ms (exact time range: 228–
348 ms). As shown by the outcome of additional correlation 
analysis (Figure 3b), only the early modulations were correlated 
with the changes in RT values at the cluster-level (120–184 ms 
time range; cluster-level t-statsum = 3,173.8, p < .001). For this 
time range, the correlations were present over medial parietal, 
centro-parietal and parieto-occipital electrodes. Similar to the 
outcome of the ANOVA test, these observed correlations were 
also spread over central and occipital scalp sites.

3.3  |  Averaged ERP amplitudes from 
exemplar sites

The electrodes, which were part of early spatiotemporal clus-
ters revealed by both the ANOVA and correlation tests, were 

selected as exemplar sites. The averaged potentials are shown 
in Figure 4. Over these electrodes, there were robust evoked 
activities to the visual flash and auditory click. However, the 
activities elicited by the click were earlier and had relatively 
smaller amplitudes. Within the 126–176 ms time range (late 
P1 and early N1 component range), the scalp topography for 
the auditory click was also different and the activations were 
centered over temporal sites (Figure 4a). Simultaneous pres-
entation (SOA = 0 ms) of the visual flash and auditory click 
overall elicited components with larger amplitudes.

The averaged difference (AV-A) ERPs for all the SOA 
conditions are displayed in Figure  4b. Within the 126–
176 ms time range, the averaged values for the positive SOAs 
were significantly higher than those for the negative SOAs 
(Figure 4c) and they increased when there was an increase 
in the SOA value. We further compared the averaged ERP 
amplitude of each SOA condition (i.e., AV-A of each SOA 

F I G U R E  4   Averaged activities from 
the exemplar scalp sites (n = 20). (a) 
Grand-averaged ERPs for the synchronous 
(SOA = 0) condition. The bimodal, 
unimodal, and derived waveforms are 
shown with different colors. (b) The 
difference (AV-A) waveforms of all SOA 
conditions used. (c) Averaged difference 
waveform amplitudes in the identified 
time window (126–176 ms) as a function 
of SOA. Error bars indicate standard error 
(±SEM) across participants. The dotted 
line indicates the mean value for the 
baseline level (V condition), and the error 
bar placed over the symbol at the end of 
this line represents ± SEM. A significant 
deviation from the baseline level for each 
condition was marked with an asterisk 
sign (FDR corrected two-tailed paired 
t-test, p < .05). (d) Averaged difference 
waveforms in the identified time window 
(126–176 ms) with the RT values for each 
SOA condition. Vertical and horizontal 
error bars correspond to the variance across 
participants (±SEM). The black solid line 
indicates the best linear fit and dotted lines 
denote the 95% confidence intervals (CIs) 
on the linear fit

(a)

(b)

(c) (d)
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condition) with that of the V baseline level. The averaged 
values of all the negative SOAs were significantly smaller 
than the baseline level (FDR corrected pairwise comparisons, 
p < .05), suggesting robust sub-additive interactions [AV < 
(A + V)] for these SOA values. Although the averaged values 
of positive SOAs were slightly above this level, none of them 
were significantly different. Another important point is that 
the changes in the averaged difference ERPs mostly occurred 
when the absolute value of SOA was smaller than 100 ms. 
This was consistent with the modulations of behavioral RT 
values. In other words, both behavioral RT and averaged neu-
ral activities (Figures 2 and 4c) pointed to a similar morphol-
ogy of SOA dependency, which was supported by running 
ANOVAs and correlations in the cluster-based permutation 
test. For these cluster of electrodes centered over medial pari-
etal electrodes and extending over occipital and central sites, 

the results suggested a robust correlation between RT values 
and the modulations of ERP components within 126–176 
time range (Figure 4d).

To further understand the nature of observed SOA mod-
ulations and audiovisual interactions, we additionally per-
formed ANOVA and correlation tests on the peak latencies 
and amplitudes of P1 and N1 components (Figure 5). These 
analyses overall pointed to the significant changes in the N1 
component rather than P1. In particular, the (peak) amplitude 
of the N1 component was significantly dependent on SOA 
and correlated with the changes in RT values (Figure  5b, 
Table 1). These negative values increased (i.e., the absolute 
value of amplitude decreased) as the SOA was increased. 
Moreover, this dependency on SOA and a monotonic lin-
ear increase were similar to the one displayed in Figure 4c. 
There were sub-additive interactions in the negative SOA 

F I G U R E  5   Peak amplitudes and 
latencies of P1 (a) and N1 (b) components 
(n = 20). The plots on the left display mean 
values as a function of SOA. On the right, 
these values are presented with behavioral 
RTs for each SOA condition. The black 
solid lines in the right plots indicate the 
best linear fit and dotted lines denote the 
95% CI on the linear fit. Goodness-of-fit 
of the linear model provided as R2 along 
with the corresponding p values in Table 1. 
Other conventions are the same as those in 
Figure 4c,d

(a)

(b)
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range corresponding to the enhancement of N1 amplitude 
(Stekelenburg & Vroomen, 2005). The correlation tests re-
ported significant correlations for the P1 amplitude and N1 
latency as well. However, these changes were not significantly 
dependent on SOA and not meaningful when the whole SOA 
range was considered. The outcome of these additional tests 
on each ERP component suggests that the significant changes 
in the N1 amplitude rather than latency shifts mainly con-
tributed to the observed SOA modulations and audiovisual 
interactions over the identified medial parietal electrodes.

4  |   DISCUSSION

Using a wide range of SOA values, we investigated audiovis-
ual interactions within the context of a speeded discrimina-
tion task on visual flash. The audiovisual interactions, which 
were within 126–176 ms time range (i.e., within the P1 and 
N1 components range) and centered over medial parieto-oc-
cipital and parietal sites, were modulated by SOA. More im-
portantly, these ERP modulations were also correlated with 
the changes in RT values. Follow-up analyses revealed that 
these observed SOA modulations were mainly due to ampli-
tude changes in the N1 component. Within the context of a 
simple discrimination task, these results highlight the impor-
tance of low-level audiovisual interactions within a distinct 
time window. In particular, these results reveal an important 
relationship with the final RT values and early ERP compo-
nents, which were not explicitly provided by previous studies 
focused on event-related oscillations (e.g., Naue et al., 2011; 
Thorne et al., 2011). They also suggest a significant correla-
tion between these modulations and perceived visual timing 
in multisensory profiles. In the following sub-sections, we 
discuss the implications of these findings for audiovisual in-
teractions in the temporal domain and for the effects of audi-
tory timing on vision.

4.1  |  Stimulus asynchrony effects on 
audiovisual interactions

In the previous phase-resetting studies, either negative (au-
ditory-leading) or positive (visual-leading) SOA values were 
used based on the primary modality. Using a high sampling 
rate of SOAs, the main focus of these studies was to indicate 
a functional link between the modulations (i.e., fluctuations/
ripples) of the low-frequency phase coherency values and 
the final behavioral performance of individual subjects (e.g., 
Naue et al., 2011; Thorne et al., 2011). Since these studies 
were mostly restricted to either negative or positive SOA val-
ues, they failed to provide a direct relationship between the 
RT values and modulations of ERPs within a wide range of 
SOAs. Our findings fill this important gap in the literature 
and complement these studies. In both RT and ERP metrics 
(Figures 2 and 4c), we found a robust monotonic increase in 
the short SOA range (i.e., −100 ms < SOA < 100 ms). This 
transition can only be revealed by including both negative 
and positive SOA range. Due to our relatively low sampling 
rate of SOAs and data analysis approach (i.e., analysis on 
the signals averaged across trials), our findings here do not 
provide direct supporting evidence for the phase-resetting 
hypothesis. However, in general, they are consistent with 
the phase-resetting studies by revealing audiovisual inter-
actions in the temporal domain over parieto-occipital scalp 
sites. Previous phase-resetting studies emphasize strong in-
fluences of a preceding secondary stimulus (e.g., a click) on 
the primary target (e.g., visual flash) and indicated significant 
audiovisual interactions over the visual cortex (e.g., Naue 
et  al.,  2011). This corresponds to our negative (auditory-
leading) SOA conditions. We observed significant deviations 
and decrease from the baseline level for both RT and ERP 
values mainly in the negative SOA range. Particularly, our 
findings are in line with these studies by highlighting the im-
portance of negative SOA conditions. An exception is the RT 
value at +40 ms of SOA. Compared to vision, audition has 
better temporal resolution and less processing latencies (Burr 
et al., 2009; Rammsayer et al., 2015; Spence & Squire, 2003; 
Vroomen & Keetels, 2010). As also indicated by Figure 4a, 
the evoked activities to auditory stimulation were earlier. 
Accordingly, in terms of sensory and perceptual processing, 
a 40 ms positive SOA may correspond to synchronous stimu-
lation (or might even be in the negative range) in our setting.

Compared to the 126–176 ms time range (late P1 and early 
N1 component range), previous research has also pointed out 
audiovisual interactions over earlier or later ERP compo-
nents. In these studies, the experimental design was mostly 
restricted to simultaneous (SOA  =  0) presentation or in-
cluded only a few SOA conditions (e.g., Mercier et al., 2013; 
Molholm et  al.,  2002). Each bimodal difference ERP was 
compared to the baseline level [i.e., V level for (AV-A) wave-
forms] to reveal interactions at specific conditions. Based on 

T A B L E  1   The results of ANOVA and correlation tests on the P1 
and N1 components (Figure 5)

ANOVA Correlation

F7,133 p �
2
p

R2

adj
p

P1

Amplitude 1.530 .162 0.075 0.526 .025

Latency 0.657 .708 0.033 0.053 .282

N1

Amplitude 2.438 .022 0.114 0.478 .035

Latency 1.376 .220 0.068 0.433 .045

Note: The values of each component are grouped into separate rows. For each 
component, the outcome of tests on peak amplitudes are shown first. Significant 
p values (p < .05) are highlighted in bold.
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the cluster-level statistics, our results did not indicate audio-
visual interactions over early components associated with the 
significant effect of SOA. We found SOA-dependent mod-
ulations over later (around 300  ms) components. However, 
these modulations were not correlated with the changes in 
the final behavioral RT values. Moreover, they were present 
in almost all electrode locations and fluctuated across SOA 
conditions. In other words, these SOA effects were not mean-
ingful. Although our experimental design and ANOVA tests 
on the difference ERPs are expected to be resistant to spu-
rious audiovisual interactions, it is still possible that these 
modulations in difference ERPs may originate from a late 
common activity present in both unimodal and bimodal con-
ditions (Besle et al., 2004). In terms of scalp topographies, 
the audiovisual interactions in the 126–176  ms time range 
were meaningful. The sub-additive effects in this time range 
have been mainly interpreted as the direct influence of au-
ditory inputs on the sensory processing in the visual cortex 
(Molholm et  al.,  2002; Teder-Sälejärvi et  al.,  2002, 2005). 
Given that the sub-additive interactions were mainly ob-
served in our negative SOA conditions (i.e., auditory-lead-
ing conditions), this interpretation is in line with the current 
findings. Such direct influence of a preceding click and 
crosstalk may be achieved through sparse neuroanatomical 
connections between auditory and visual cortices (Cappe & 
Barone, 2005; Clavagnier et al., 2004; Falchier et al., 2002). 
Using a combination of basic ERP analyses, reference-inde-
pendent topographic analyses and source estimations with an 
audiovisual motion paradigm, Cappe et al. (2010) further in-
dicated that the early sub-additive audiovisual interactions re-
flect not only strength modulations, but also the topographic 
modulations. The source estimations revealed simultaneous 
early sub-additive effects within a network of primary visual, 
primary auditory cortices and posterior superior temporal 
sulcus. This further points to a more elaborate network and 
suggests that functional coupling between these regions may 
underlie these interactions. It is important to note that our 
findings revealed strength modulations at specific cluster 
of electrodes rather than major shifts in the scalp topogra-
phy. Given the flexible and adaptive nature of multisensory 
processing (van Atteveldt et  al.,  2014), this may be due to 
the differences in criterion content (i.e., motion perception) 
and stimulation profile. We revisit this issue in the following 
sub-section.

Since we characterized behavioral RT values and ERP 
measures within a wide range of SOA values, we were able to 
distinctively observe the effects of SOA rather than the tem-
poral order between two events. For instance, the modulations 
within the 126–176  ms time window cannot be explained 
only by a change in the order of events. An account purely 
based on the temporal order suggests an overall difference be-
tween negative and positive SOA values, but this difference 
should not be modulated by a change in the absolute amount 

of asynchrony (i.e., step function). However, both ERP and 
RT modulations did not suddenly change when there was a 
change in the sign of SOA. In both data sets (Figures 2 and 
4c), there was a gradual but robust linear increase within the 
short SOA range (i.e., −100 ms < SOA < 100 ms). Previous 
studies have shown that human observers have very low 
performance in a temporal order judgment task and do not 
even perceive the order of visual and auditory events in this 
SOA range (Vroomen & Keetels,  2010). Using the SOA 
values covering this important range, Talsma et  al.  (2009) 
investigated the effect of intermodal attention on audiovi-
sual interactions in time. In their audiovisual conditions, the 
participants attended to either auditory or visual stimulation 
while detecting an occasional target in the attended modality 
(see also Senkowski et al., 2007, for a similar experimental 
design). Their results also highlight the importance of mod-
ulations within the P1 and N1 component range. On the con-
trary, they were not able to show a direct relationship between 
these modulations and the final response times since there 
was no significant effect of SOA and/or a two-way interac-
tion between SOA and attention on the measured RT values. 
Building on these findings, it is expected that attentional cue-
ing and alerting have limited contributions to the identified 
SOA range, in which human observers do not even perceive 
the order of auditory and visual stimulation. Any attentional 
cueing and alerting may take place at SOA values longer than 
100 ms (e.g., −160 ms). Previous research also indicated that 
subcortical areas and nonspecific pathways contribute to au-
diovisual processing (e.g., van den Brink et al., 2014). It is 
still possible that a preceding click can engage these areas 
and lead to earlier interactions related to attentional cueing 
and alerting mechanisms. This possibility cannot be ruled out 
with neural recordings from the scalp surface. Future system-
atic investigations will be informative in this respect.

4.2  |  Auditory timing for different 
aspects of vision

In the current EEG study, the observers performed a discrimi-
nation task rather than a task directly engaging perceived 
timing. However, previous research has revealed that a de-
crease in RT value in a speeded discrimination task reflects 
behavioral facilitation due to enhanced visual processing in 
bimodal presentation (Donchin & Lindsley, 1966; Molholm 
et  al.,  2002). The modulations of RTs have been associated 
with the behavioral outcome of perceptual tasks engaging 
perceived timing (Cardoso-Leite et  al.,  2007). Of particular 
interest here, the speeded RTs have been commonly used by 
previous multisensory studies to quantify perceptual shifts 
in the temporal domain (Diederich et  al.,  2012; Navarra 
et al., 2009). Accordingly, our results also provide important 
implications for understanding common and distinct processes 
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that take place in different experimental designs on both audi-
ovisual stimulation and perceived visual timing. For example, 
using an experimental design based on a flash-lag paradigm, 
Stekelenburg and Vroomen (2005) examined the effects of 
click timing (i.e., auditory timing) on the perceived timing of a 
visual flash and the early ERP components elicited by the vis-
ual flash. Compared to the synchronous presentation of click, 
the visual flash was perceived earlier if the click preceded 
the visual flash. Conversely, a click presented after the flash 
made the flash perceived later. In addition to these changes 
in the perceived timing of visual flash, they found significant 
modulations in the amplitude (but not in the latency) of N1 
component over the parieto-occipital scalp sites. More impor-
tantly, these modulations were also correlated with percep-
tual changes. These initial findings are interesting and novel 
by highlighting the role of low-level audiovisual interactions 
in the observed perceptual changes. On the contrary, the ex-
perimental design was only restricted to the leading (SOA = 
−100 ms), synchronous (SOA = 0) and lagging (SOA = 100) 
conditions. Although the time range of the significant modu-
lations and correlations presented here do not exactly match 
with the one reported by Stekelenburg and Vroomen (2005), 
our results based on a rich repertoire of temporal profiles sup-
port their findings. They overall suggest that audiovisual inter-
actions (which were elicited by an auditory and a visual event) 
in the N1 component play an important role in the effects of 
auditory timing on perceived visual timing.

The effects of auditory timing on other visual features have 
been demonstrated by relatively more complex audiovisual 
stimulations (e.g., Freeman & Driver, 2008; Getzmann, 2007; 
Morein-Zamir et al., 2003). In the motion domain, two con-
secutive apparent motion frames (e.g., flashes) with a fixed 
time interval have been typically used. For auditory stimula-
tion, two concurrent auditory events (e.g., clicks) have been 
used and the time interval between them is systematically 
changed. The time interval demarcated by these auditory 
events has been found to modulate motion perception. For 
instance, Kafaligonul and Stoner (2010) showed that auditory 
time intervals can change the perceived speed of two-frame 
apparent motion (see also Ogulmus et al., 2018). The appar-
ent motion with a short auditory time interval was perceived 
to move faster than the one with a long time interval. These 
changes have been mainly explained by describing that au-
ditory clicks drive the timing of apparent motion frames (or 
the time interval between them). Hence, the shortening and 
lengthening in the perceived time interval between the motion 
frames have been considered to result in faster and slower mo-
tion percepts, respectively. In a recent EEG study, Kaya and 
Kafaligonul (2019) investigated the cortical processes under-
lying these effects of auditory timing on perceived speed. In 
their design, each apparent motion frame (i.e., visual flash) 
and each click had the same durations as the ones used here. 
Their results pointed to both early and late modulations of 

the neural activity over different scalp sites, suggesting that 
auditory timing may take place at different stages of motion 
processing. Interestingly, the earliest modulation of neural 
activity occurred in the N1 component (150–200  ms time 
range) over medial parietal and parieto-occipital scalp sites. 
In terms of stimulation, these early modulations roughly cor-
responded to the presentation of the first apparent motion 
frame and click. This is highly similar to our results which 
were found by using a single auditory and a visual event and 
by engaging subjects in a speeded discrimination task. On 
the contrary, the later modulations (490–540 ms) over these 
electrodes were mostly in agreement with the changes in per-
ceived speed. These late modulations were beyond the com-
pletion of apparent motion and the time interval demarcated 
by clicks (i.e., after the presentation of the second frame and 
clicks). Accordingly, our results here not only confirm the 
earliest interaction by Kaya and Kafaligonul (2019), but also 
suggest that the early modulations of the N1 component over 
these scalp sites may be due to the interaction between the 
first auditory and visual events in these relatively compli-
cated experimental designs and tasks. The later modulations 
may be specific to the processing of visual features and the 
relative recruitment of different cortical areas (and associated 
processes) may be based on the perceptual task engaged in.

Mounting evidence suggests that multisensory integra-
tion involves cortical areas at different stages of sensory 
processing. The current notion also highlights the dynamic 
recruitment of different cortical areas and processes during 
integration. Early crossmodal interactions at low-level sen-
sory areas have been considered to be an important part 
of the integration process and interpreted as reflecting the 
automatic and stimulus-driven nature of multisensory in-
tegration (Talsma et  al.,  2010; van Atteveldt et  al.,  2014). 
Notably, previous studies indicated that early audiovisual in-
teractions in primary sensory cortices highly depend on the 
temporal and spatial characteristics of stimulation (Chen & 
Vroomen, 2013). Our findings here are consistent with this 
view by showing the SOA dependency of early audiovisual 
interactions in the N1 component. On the contrary, when the 
modulations of N1 component are compared with previous 
research (e.g., Kaya & Kafaligonul,  2019), the interactions 
in this component range also depend on the criterion con-
tent and can even be directly correlated with final perceptual 
performance in a simple visual discrimination task. In line 
with these findings, previous audiovisual studies emphasize 
the flexible and highly adaptive nature of subadditive inter-
actions (i.e., nonlinear enhancement of N1 amplitude) in this 
component (e.g., Fort et al., 2002; Giard & Peronnet, 1999). 
From a broader perspective, such flexible and adaptive fea-
ture reflects the dynamic recruitment of integrative processes 
(even at early stages of sensory processing) which may be 
important for increasing the efficiency of audiovisual inte-
gration for a particular perceptual task.
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5  |   CONCLUSION

To sum up, using a speeded discrimination task combined 
with EEG recording, we investigated the relationship be-
tween audiovisual interactions in the temporal domain and 
behavioral reaction times. The averaged neural activities 
over medial parietal, parieto-occipital, and occipital elec-
trodes within the 126–176 ms time range were significantly 
modulated by the relative timing between the auditory and 
visual events. Moreover, these modulations were correlated 
with the changes in reaction time values and further analyses 
suggested that they were mainly due to changes in the ampli-
tude of the N1 component. Together with previous research, 
these findings highlight the importance of the N1 compo-
nent in audiovisual temporal processing and also provide 
evidence that the crossmodal interactions at early stages of 
sensory processing play a critical role in the final behavioral 
performance.
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