
1746  |   	﻿�  Magn Reson Med. 2021;86:1746–1758.wileyonlinelibrary.com/journal/mrm

Received: 3 June 2020  |  Revised: 11 February 2021  |  Accepted: 5 March 2021

DOI: 10.1002/mrm.28782  

F U L L  P A P E R

Analysis and mitigation of noise in simultaneous transmission 
and reception in MRI

Bilal Tasdelen1,2   |   Alireza Sadeghi-Tarakameh1,2  |   Ugur Yilmaz2  |   Ergin Atalar1,2

1Department of Electrical and Electronics Engineering, Bilkent University, Ankara, Turkey
2National Magnetic Resonance Research Center (UMRAM), Bilkent University, Ankara, Turkey

© 2021 International Society for Magnetic Resonance in Medicine

Correspondence
Ergin Atalar, Department of Electrical and 
Electronics Engineering, Bilkent University, 
Ankara 06800, Turkey.
Email: ergin.atalar@bilkent.edu.tr

Purpose: In simultaneous transmission and reception (STAR) MRI, along with the 
coupling of the excitation pulse to the received signal, noise, and undesired distortions 
(spurs) coming from the transmit chain also leak into the acquired signal and degrade 
image quality. Here, properties of this coupled noise and its relationship with the trans-
mit amplifier gain, transmit chain noise density, isolation performance, and imaging 
bandwidth are analyzed. It is demonstrated that by utilizing a recently proposed STAR 
technique, the transmit noise can be reduced. The importance of achieving high isolation 
and careful selection of the corresponding parameters are demonstrated.
Theory and Methods: A cancellation algorithm, together with a vector modula-
tor, is used for transmit-receive isolation. The scanner is modeled as a pipeline of 
blocks to demonstrate the noise contribution from each block. With higher isolation, 
coupled transmit noise can be reduced to the point that the dominant noise source be-
comes acquisition noise, as in the case for pulsed MRI. Amplifiers with different gain 
and noise properties are used in the experiments to verify the derived noise-transmit 
parameter relation.
Results: With the proposed technique, more than 80 dB isolation in the analog domain 
is achieved. The leakage noise and the spurs coupled from the transmit chain, are re-
duced. It is shown that the transmit gain plays the most critical role in determining suf-
ficient isolation, whereas the amplifier noise figure does not contribute as much.
Conclusion: The transmit noise and the spurs in STAR imaging are analyzed and 
mitigated by using a vector modulator.
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1  |   INTRODUCTION

In this work, we analyzed noise and spurs leaking from 
the transmit chain to the receive chain and derived the re-
lation between signal-to-noise ratio (SNR) and the transmit 
chain parameters (eg, noise performance and gain) during 

simultaneous transmission and reception (STAR) imaging 
in MRI. This leakage, containing coupled excitation signal, 
transmit noise and spurious signals, degrades image quality, 
and should be isolated. We have shown that by using an ac-
tive cancellation circuit and a control algorithm, it is possible 
to isolate the leakage and the noise coming from it.
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In pulsed MRI, acquisition and excitation happen in dis-
tinct times, exploiting the slow signal decay of the tissues.1,2 
This feature simplifies the system greatly by circumventing 
the issue of self-interference. Due to its convenience and 
flexibility, pulsed MRI methods are well investigated and 
widely used over the years. However, pulsed MRI has its dis-
advantages, such as having a dead time between transmis-
sion and reception, during which NMR signal decays. Signal 
decay is more prominent with the specimens that have low T2 
values, including tissues such as bones, ligaments, and teeth.3 
Although there are pulse sequences specifically designed for 
imaging such tissues (eg, UTE,4,5 ZTE,6-10 SWIFT11,12), they 
are hardware demanding in terms of fast transmit/receive 
switching or high slew-rate gradients. Some of them may 
produce high acoustic noise, or deposit high RF power to the 
body.

An alternative technique is the STAR imaging, which re-
duces signal loss since the dead time can be eliminated.13-17 
This method also has the advantage of acquiring the signal 
from the tissues with very short T2 values. There is no need 
for fast switching gradients in this method implying reduced 
acoustic noise.15 Moreover, it is shown that this method re-
quires much less RF power compared to similar nonsimul-
taneous techniques (eg, continuous SWIFT vs. SWIFT).13,17

Even though STAR imaging carries the advantages men-
tioned above, several issues hinder the possibility of clinical 
usage. Self-interference is the primary consideration that re-
quires handling. Self-interference is time-varying in nature, 
mostly due to the load and environment variations. It reduces 
the dynamic range of the receive chain, even to the point of 
saturation, if unchecked. Another challenge, closely related 
to the self-interference issue, is the injection of the transmit 
noise and spurs (undesired peaks in the spectrum) into the re-
ceived signal. Because of this issue, the transmit amplifiers of 
the scanners are usually replaced with low-noise, low-power 
amplifiers.

There are many active and passive approaches proposed 
to overcome the self-interference issue. Passive methods 
such as geometric decoupling18 and decoupling matrix19,20 
are already common for the receive-receive isolation and 
the transmit-transmit isolation, and they can be used for the 
transmit-receive isolation as well.

For active cancellation, there are several methods pro-
posed both in telecommunications21,22 and in MRI.13–15,23 
Although these methods introduce complexity, are ineffi-
cient in terms of power, and require specialized hardware, 
they are necessary to compensate for the time-varying part 
of the leakage signals. The method proposed in Ozen et al14 
uses 2 independent transmit sources, which introduces an 
uncorrelated noise source, whereas methods in Sohn et al,13 
Ozen et al,15 and the method used in this paper samples the 
compensation signal from the main transmit signal. The pro-
posed method here, similar to Salim et al,16 uses a digitally 

controlled vector modulator; however, the other works13,15 
employ voltage-controlled modulators using active devices.

The transmit noise and the spurs that leak to the received 
signal reduce the SNR and introduce artifacts. Cancellation 
methods in the analog domain (as opposed to cancellation 
in post-processing)13,15,24 isolate the transmit noise since it 
is highly correlated to the noise on the compensation sig-
nal.25-27 This correlation implies there is a direct relation 
between SNR and isolation. Furthermore, the importance 
of obtaining high isolation is known for increased dynamic 
range; however, isolation and SNR relation requires further 
analysis.28

In this work, transmit noise and spurs issues, and the 
trade-off between the transmit chain parameters (gain and 
noise) that govern the relation between SNR and isolation are 
investigated. STAR imaging is realized by utilizing a combi-
nation of a passive and an active method to verify the find-
ings. For passive isolation, electrical isolation between the 
ports of a birdcage coil is exploited. Moreover, a technique 
recently proposed by the authors of this paper is used, which 
enables a fast and convenient way for active isolation.24 The 
algorithm and hardware used for active compensation are de-
tailed and its merit for reducing the coupled transmit noise is 
demonstrated.

2  |   THEORY

2.1  |  Signal description

With the inclusion of the self-interference, acquired signal 
sRx(t) can be described as in Equation (1).

Here, sTx(t) is the distorted transmit pulse mainly leaked due 
to the coupling effect between the transmit and receive coil. It 
can be further expanded as sTx(t) = sTx(t) + � + nTx(t), where 
sTx(t) is the ideal RF pulse, � is the spurs (or spurious tones 
originating from the quantization errors in digital frequency 
synthesis) and distortions added to the pulse and nTx(t) is the 
transmit noise. A(t) and �(t) are time-varying amplitude and 
phase modulations on sTx(t) occurring due to load variations, 
temperature change, vibrations, etc. nacq(t) is the receive noise, 
which in pulsed MRI is the only noise source in the system. It 
will remain even if the other noise sources in the STAR imaging 
is eliminated. As described by Idiyatullin et al11 and Garwood 
et al,29 MRI signal, sMR(t) can be written as:

This equation holds for the small tip angle approximation 
under constant gradients, which corresponds to an inside out 

(1)sRx(t)= sMR(t)+nacq(t)+A(t) ⋅ei�(t)
⋅sTx(t)

(2)sMR(t)= i(ℳ(k(t))∗ sTx(t))
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(k(t) ≥ 0 ) radial trajectory. Here, ∗ represents the convolution 
operation, and ℳ(k(t)) is the magnetization in the spatial fre-
quency domain. Thus, ℳ(k(t)) can be obtained by deconvolv-
ing the excitation pulse sTx(t) from the acquired signal sMR(t).

2.2  |  Decoupling algorithm

In literature, to find the inputs that will minimize the leak 
signal, usually searching algorithms such as gradient descent 
and genetic algorithms are used.15,23 These approaches work 
well, especially if the problem has a small number of degrees 
of freedom and does not have many local minima. For some 
circuits as used in Salim and Atalar,23 the problem becomes 
quite complex with an abundance of local minima and a high 
number of degrees of freedom. Convergence time drastically 
increases with this complexity. In both cases, reaching a good 
solution with fewer iterations is important since the measure-
ment is costly. In Bharadia et al,21 a look-up table (LUT)–
based algorithm is utilized, which finds a good initial point 
for gradient descent, increasing the convergence rate. Our ap-
proach is to extend this idea (storing the circuit behavior) by 
characterizing the circuit via measurements once and using 
this LUT to find a minimum point. Hence, it is possible to 
decrease further the time required to find a minimum point 
since the need for acquiring measurements for every subse-
quent input is eliminated. Thus, to enable these benefits by 
using the LUT instead of the measurements, the behavior of 
the circuit is modeled and the output of the circuit for a given 
control input is estimated.

With the linearity assumption, the input-output relation-
ship of the vector modulator can be written as in Equation (3) 
in the frequency domain:

where the x is the control input vector to the vector modula-
tor, H(f, x) is the transfer function that is also dependent on the 
control inputs, Y(f, x) is the output, and X(f) is the input. For 
a known initial H(f, x

0
), by measuring the output Y(f, x), input 

X( f) can be found. Once X( f) is known, from Equation (3), the 
output can be inferred for any x, with the knowledge of H(f, x).

For a leak signal Yl(f), estimated residual signal amplitude 
after the cancellation can be written as �̂ = |Yl(f) − Ŷ(f, x) | 
and the cancellation problem becomes min

x
| �̂ |. Note that the 

expected residual signal amplitude �̂  can be considered as 
the quantization error caused by the quantized nature of x. 
A source of error that increases the final true residual ampli-
tude � is the disparity between estimation Ĥ(f, x) and H(f, x) . 
Thus, to be able to attain high isolation (eg, an additional 
50 dB), the relative error of the estimated Ĥ(f, x) to the true 
H(f, x) needs to be small. Estimations solely based on simula-
tions and manufacturer-supplied information are not reliable 

enough. Our algorithm relies on the characterization mea-
surements and a compensation loop that removes the bias and 
minimizes the error by iterating over a set of candidate points 
found from the LUT to circumvent this issue. If a selected 
candidate fails to meet the threshold, we assume either the 
coupling has changed, or our estimation of circuit output was 
off in the previous step. Hence we estimate the residual and 
try a new candidate again until the threshold is achieved. For 
this paper, since taking care of frequency dependency of the 
hardware would increase the complexity, all of the measure-
ments and estimations are done for a single frequency ( f0). 
This trade-off deemed fair since the frequency response of 
the leak signal is flat around the center frequency of the scan-
ner. Further details regarding the description and derivation 
of the cancellation process are given in the Appendix.

2.3  |  Noise and spurs

The general strategy on STAR imaging in MRI is to iso-
late the transmit and receive coils on the analog domain as 
much as possible and then remove residual leak signal during 
image reconstruction by utilizing digital subtraction methods. 
Having higher isolation is beneficial in terms of increased dy-
namic range and reduced artifacts that stem from imperfect 
digital subtraction. Although achieving isolation high enough 
to suppress the leak below the noise floor is theoretically pos-
sible, preserving this isolation throughout imaging is not al-
ways feasible. Hence, having a metric to determine sufficient 
isolation to achieve the desired SNR value is essential, espe-
cially for designing hardware for active cancellation.

In the case of STAR imaging, the dominant noise sources 
can be listed as white noise that is mostly stemming from the 
thermal noise of transmit chain elements,30 the phase noise 
primarily originating from the signal synthesizer of the spec-
trometer, and further emphasized by the devices that have non-
linear behavior,31-33 spurs that consist of undesired frequency 
peaks arising from external interference coupled to transmit 
path and the quantization process of the spectrometer.34

In conventional imaging, in the absence of the noise 
sources above, received noise power at room temperature, 
which corresponds to the noise level at the input of the re-
ceive chain (power spectral density of nacq(t) from Equation 
(1)) will be close to the noise floor and can be written as:

Here, GLNA and FLNA are the overall gain and noise factor of 
the low-noise amplifier (LNA), respectively. k is the Boltzmann 
constant and T is the temperature of the body. This quantity can 
also be considered the minimum achievable noise power den-
sity for STAR imaging, that is, the noise level of conventional 
imaging.

(3)Y(f, x)=H(f, x) ⋅X(f)

(4)Nacq(f)= k ⋅T ⋅FLNA ⋅GLNA
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To understand the relationship between the transmit pa-
rameters and SNR, it is assumed that the transmit chain noise 
at the output of the STAR circuit is perfectly correlated to 
the transmit chain noise at the output of the receive coil, that 
is, the amount of cancellation achieved for the signal is also 
the amount of cancellation achieved for the noise. Also, it is 
assumed that no other noise is coupled to the system after the 
transmit chain. Failure of these assumptions will result in an 
underestimation of the noise power. With these assumptions, 
the total received noise Nsys can be calculated as:

The magnitude of final coupling obtained by the combina-
tion (sum of the complex gains) of the coil’s coupling coeffi-
cient and vector modulator’s output is denoted as Gcomp. Here, 
GPA and GLNA are the available power gain (or attenuation) of 
the transmit power amplifier (PA) and the LNA, respectively. 
Similarly, NSpec, NPA, Ncomp, and NLNA are the output referred 
noise power of the spectrometer, the transmit amplifier, the 
vector modulator, and the LNA, respectively. Observing 
Equations (4) and (5), thermal noise floor kT can be chosen as 
the acceptable noise level which will incur at most 3 dB trans-
mit noise impact on the image.

As expected, sufficient isolation is directly related to the 
multiplication of the spectrometer’s noise output (ie, input 
noise) and gain, as well as the noise output of the amplifier. 
Although not shown in the equation, gains (and possibly noise 
power spectrum due to the filters employed in the scanner) 
are dependent on the frequency, hence play an essential role. 
Considering bandwidth of the Gcomp is quite narrow (7 kHz for 
−80 dB bandwidth), sufficient isolation needs to be determined 
by the lowest isolation in the imaging bandwidth. Thus, imag-
ing bandwidth is also a parameter here.

3  |   METHODS

3.1  |  Hardware

The hardware consists of a vector modulator16 and 
Wilkinson divider/combiner to sum the modified transmit 
signal with the received signal. The combined signal at the 
output of the Wilkinson combiner is measured via scan-
ner and sent to a remote computer, where the cancellation 
algorithm resides. Cancellation codes (inputs of the vector 

modulator) determined by the remote computer are sent to 
a mini-computer (Raspberry Pi 3B+) placed in the scanner 
room via an optical link that translates the inputs into SPI 
protocol to program the attenuators in vector modulator. A 
detailed schematic of the overall system is given in Figure 1.

There are 4 lines with distinct fixed phase shifts in the 
vector modulator, and the magnitude of each line can be set 
by a digital step attenuator (DSA). 7-bit 0.25-dB step DSAs 
are used (PE43705A, Peregrine Semiconductors). The vector 
modulator has a 0.1-dB compression point at 40 dBm and it 
can handle 34  dBm of continuous-wave input power. In the 
ideal case where there is no reflection between the stages of 
the circuit, and there is infinite isolation between the dividing 
branches of the dividers, the output of the vector modulator is 
simply the complex sum of each branch, multiplied by the com-
plex attenuation factor that is determined by the current state 
of the attenuators. In this work, this assumption will be used to 
estimate the output of the circuit. Failure in this assumption is 
not critical since it has the same effect as the coupling between 
the coils and results in a higher residual signal than expected. 
This is the leading cause of the cancellation error and can be 
corrected with the same circuit via the proposed algorithm.

A custom-made two-port 16-rung high-pass birdcage coil 
is designed using the co-simulation method.35,36 It is used as 
a transceiver with around −20 dB reflection at the ports and 
less than −35 dB coupling between its ports. Together with the 
birdcage coil and the proposed vector modulator, around 50 dB 
isolation can be achieved in the 250 kHz bandwidth around the 
center frequency of 123.3 MHz. For power division and com-
bination, topology proposed by Okada et al37,38 is used.

3.2  |  Imaging and noise experiments

Imaging experiments were conducted on a 3T Siemens 
Tim Trio scanner (Siemens Medical Solutions, Erlangen, 
Germany). The imaging sequence consisted of the calibration 
and imaging parts. The calibration part ran first and sampled 
the leakage by simultaneously transmitting and receiving. 
After the predetermined isolation threshold was surpassed, 
the image was acquired similar to the cSWIFT sequence. 
For excitation, Tukey windowed chirp pulses were used.12 
Gradients were not ramped down after the acquisition, both to 
reduce acoustic noise and vibrations due to gradient switch-
ing, and to crush the remaining signal before the next TR.

For the transmit RF pulse, power was set to 25 mW re-
gardless of the pulse duration. The nutation frequency was 
estimated as 2◦ms−1 by averaging over a region of interest in 
the middle of the phantom using a simulated B1 map of the 
birdcage coil.

Image reconstruction was performed by first deconvolv-
ing, and then applying bullseye filtering as described by 
Corum et al.39 Deconvolution is performed in the frequency 

(5)Nsys =Nacq+ ((NTx ⋅Gcomp+Ncomp) ⋅GLNA+NLNA)

(6)NTx =NSpec ⋅GPA+NPA

(7)Gcomp ≤
kT

NSpec ⋅GPA+NPA
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domain by Wiener deconvolution. For the noise spectrum, 
white Gaussian noise is assumed, the spurs and residual 
transmit signal are ignored in the deconvolution process. The 
noise power is estimated via inspection of the acquired data. 
Note that one can compromise from resolution to reduce 
noise and artifacts from the final image by considering the 
effect of spurs and residual. Finally, deconvolved and filtered 
radial k-space data were reconstructed to the 3D volume via 
gridding40 and inverse Fourier transform.

Two jar-shaped CuSO4 phantoms (Siemens Medical 
Solutions, Erlangen, Germany) were placed in the birdcage 

coil so that their bottoms are barely touching each other, as 
can be seen in Figure 2B. This placement was done to load 
the coil and mimic the knee since the coil is designed for knee 
imaging. It was attempted to place the middle of 2 phantoms 
at the isocenter by adequately positioning the coil inside the 
bore. FOV was set to 300 mm in the radial direction. A larger 
FOV might be needed to avoid aliasing due to the signal com-
ing from low T2 materials, including the coil frame in the case 
a larger imaging bandwidth is used. However, since the im-
aging bandwidth was low, only the signal from the phantoms 
was detected, and no aliasing occurred with this FOV.

F I G U R E  1   Schematic description of 
the STAR system and the MRI scanner. 
A, Overall system diagram. Measurements 
are read from the scanner after digitization 
via real-time data transfer functionality. B, 
Implementation of the Wilkinson power 
divider/combiner as proposed in Okada et 
al.38,38 Power division ratio of −3 dB (equal) 
was used for all of the dividers/combiners. 
C, Implementation of the fixed phase 
shifters

F I G U R E  2   Photographs of the 
experiment setup. A, Overall experiment 
setup. B, Phantoms and their placements. 
C, Vector modulator. Circuit is connected 
to the coil, and the power amplifier and 
the LNA via Wilkinson power dividers/
combiners. D, Raspberry Pi 3B+ powers 
and communicates with the vector 
modulator
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For noise experiments, the noise power density at the out-
put of each component was estimated. Noise contributions 
were investigated as output referred noise power N, which 
can be calculated in terms of noise factor F and gain G of the 
device under test (DUT).

In the noise experiments, 2 different transmit amplifier 
combinations were used. The first amplifier, which was re-
ferred to as a low-gain power amplifier (LPA) in this paper, 
was custom-designed using a low-noise power amplifier chip 
(GRF5020, Guerilla RF). The chip has around 28 dB gain, 2 
dB noise figure, and OP1dB of 27 dBm. The second setup 
was called as high-gain power amplifier (HPA), and it was the 
cascade of 2 LPA, which amounts to 55.5 dB gain, 2 dB noise 
figure, and OP1dB of 27 dBm. A network analyzer (E5061B, 
Agilent) and a noise figure meter (8970B, HP) were used for 
gain and noise figure measurements.

Output referred noise power was inferred from the mea-
surements to characterize the system using a spectrum an-
alyzer (N9913A, Agilent). A continuous sinusoidal wave at 
the frequency of 123.25 MHz with −45 dBm power sent to 
all of the amplifiers. Output powers of the LPA and HPA 
were measured as approximately −17 and 10.5  dBm, re-
spectively. The measurements were done according to the 
modeled experiments in Figure 3. A 25-dB attenuator was 
used at the output of the signal generator where necessary 
to keep the amplitude of the received signal in the receiver’s 
dynamic range. At the receiver side of the spectrum analyzer, 
power spectrum within 200 kHz bandwidth around the center 
frequency is recorded. Resolution bandwidth of 150 Hz and 
8 averaging is used. Noise experiments were performed in 
the Faraday cage to minimize the effect of the external noise. 
Noise only parts of the acquired spectrum closer to the center 
frequency was manually selected and power spectral density 
(PSD) of the noise was calculated.41

4  |   RESULTS

4.1  |  Isolation and imaging

Results related to isolation performance are given in Figure 4. 
Due to the nature of the algorithm, at some iterations increase 

in the leak signal was observed; however, −80 dB isolation 
threshold was successfully achieved eventually (Gcomp was 
less than −80 dB).

Acquired images with the system can be seen in Figure 5. 
Bullseye artifacts stemming from the RF and the radial sam-
pling imperfections were mostly reduced with bullseye fil-
tering. Visible disturbances on the signal occurred due to the 
vibrations were eliminated by adding a dead time after gra-
dient switching.

Images with 2.56 kHz bandwidth suffered from suscep-
tibility artifacts but exhibited fewer artifacts due to resid-
ual leak signal. Also, artifacts were more prominent at the 
middle slices, whereas in the periphery, they diminished, 
which is due to the nature of the leak after the deconvolution. 
Furthermore, the number of spokes was halved for low band-
width images since scan time was prohibitively long. Thus, 
streaking artifacts occurred due to undersampling.

Additional bullseye artifacts were observed in the images 
due to the timing issue of the RF pulse, which was also seen 
on raw data. The duration of the intended RF pulse and the 
actual RF pulse were different. This difference was corrected 
by stretching the RF pulse in time while the middle part is 
stationary. Then, the modified RF pulse was used in deconvo-
lution, which eliminated these bullseye artifacts.

4.2  |  Noise experiments

Measured output referred noise powers, and gains of the 
blocks can be seen in the schematic in Figure 6. Calculated 
values are consistent with the network analyzer and noise fig-
ure measurements.

White noise spectral density measurements is present can 
be seen in Table  1. The minimum achievable noise power 
measurement of experiment 1 was consistent with the calcu-
lated value using Equation (4) with a 0.2 dB variation. Rest 
of the measurements are in good agreement with calculated 
values for LPA and HPA.

Lastly, the PSD of the experiments can be seen in Figure 7. 
Spurs, phase noise, and leak signal isolation behaved as ex-
pected. Band-stop characteristic of the active cancellation 
can be observed in the noise spectrum of Figure  7C, HPA 

F I G U R E  3   Schematics of the noise 
experiments. Experiments 3, 4, and 5 are 
repeated for LPA and HPA. An attenuator 
of known value (−25 dB) after the transmit 
chain is used when necessary to protect the 
receive chain from saturation and damage
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measurement. For both of the amplifiers, as the result of ac-
tive cancellation, noise level around the center frequency re-
duced back to the minimum achievable noise power.

5  |   DISCUSSION

In STAR imaging, transmit noise also plays a vital role in 
determining the SNR. Transmit noise can be considered as 
the noise input to the transmit system (generated by spec-
trometer) multiplied by the transmit gain and the additional 
contributions of other noise generating elements (amplifiers 
and the cancellation circuit) as summarized in Equation (5). 
With proposed cancellation hardware, it is shown that it is 
possible to isolate the transmit noise in addition to the leak 
signal for a given transmit gain, consistent with the works by 
Montanari et al,25 Zhou et al,26 and Emara et al.25

Following the relationship between isolation, noise, and 
transmit chain parameters given in Equation  (7), sufficient 
isolation can be calculated to reduce the noise to the receive 
noise level or minimum achievable noise level. Minimum 
possible noise is emphasized as the threshold since it elim-
inates the SNR disadvantage of STAR over the conventional 

imaging. After reducing the excess noise, digital subtraction 
methods can be used in post-processing to remove the resid-
ual leak.

Isolation can be further increased to recover the reduced 
dynamic range and suppress the artifacts due to the imperfect 
digital subtraction. It is also possible that, with higher isola-
tion, higher gain amplifiers can be used for STAR imaging 
without increasing the received noise too much. Furthermore, 
using higher gain without increasing additive noise due to the 
transmit chain may enable a higher flip angle, which in turn, 
can yield better SNR. On the other hand, reducing sufficient 
isolation can also be preferred in some applications to re-
duce the circuit complexity and cost, as well as the algorithm 
memory consumption. A lower gain transmit amplifier can be 
used, or a spectrometer with lower noise output can be used 
to relax the required isolation. 25  mW power output used 
in this work allowed us to mitigate the transmit noise in the 
meantime provided sufficient nutation frequency for cSWIFT 
imaging with a knee coil. In the case of body imaging with 
bigger coils, higher power output might be necessary.

In this work, the limiting factor on the achievable isolation 
in a given imaging bandwidth was the isolation bandwidth. In 
the future, higher cancellation bandwidth is needed to achieve 

F I G U R E  4   Isolation performance graphics. A, Network analyzer experiment in a stable environment (eg, load is static, no vibration around 
coil, etc.). B, Same experiment with (A), but this time hand movement is present in the vicinity of the coil. C, Decoupling performance in MRI 
scanner. Note that, due to vector modular output being higher than the leak signal, initial value for isolation does not represent passive cancellation. 
D, Gcomp (|S21 | ) of the actively isolated system and its −60 and −80 dB bandwidth values
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higher imaging bandwidth for both eliminating the transmit 
noise and minimizing the leak coupled to the received signal. 
This can be achieved by matching the frequency response of 

the vector modulator with the frequency response of the leak, 
or multiple vector modulators can be used to cancel at several 
frequencies to increase the apparent bandwidth. In the case 

F I G U R E  5   A-C, are reference 2D GRE images with FOV 250 × 250 mm, 256 × 230 matrix size, and 81.92 kHz bandwidth. cSWIFT images 
D-F, acquired with 2.56 kHz bandwidth and G-I, acquired with 6.4 kHz bandwidth

F I G U R E  6   Gains and output referred noise powers are annotated on the system schematic. Gains and noise spectral density of LPA, HPA, and 
LNA, as well as gain of the coil and noise spectral density of the vector modulator is measured with a network analyzer and noise figure meter, and 
also verified with spectrum analyzer measurements



1754  |      TASDELEN et al.

the bandwidth issue is solved, further improvement to the iso-
lation amount can be done by increasing the number of bits 
in the attenuators.

From Equation (7), it can be seen that reducing amplifier 
noise output also reduces sufficient isolation. However, un-
less the noise output of the transmit amplifier is comparable 
to the spectrometer noise amplified by the transmit amplifier 
gain, it will not be the dominant factor determining the suffi-
cient isolation. This conclusion implies that there is no need 
to invest in a low noise amplifier for the transmitter, whereas 
the amplifier’s gain plays an important role.

Usage of an equal combiner at the receiver side incurs a 3 
dB signal loss. In the future, this ratio should be selected so 
that less SNR impact is incurred on the signal. Since the vec-
tor modulator has an insertion loss of −18 dB and the passive 
isolation provides around 35 dB, a combiner ratio of 90% to 
10% can be used, which should render SNR loss due to the 
combiner negligible, as discussed in Zhou et al.26 Decreasing 
the contribution of the compensation path with this way also 
has the advantage that the noise of the vector modulator has a 
smaller contribution since it also gets attenuated by the com-
biner, which means less care is needed when designing the 
device. The vector modulator topology used in this work is 
digitally controlled, and its noise contribution decreases the 
SNR by an additional 1 dB.

The estimation error in the circuit output hinders the 
possibility of eliminating iterations. The current model, as 
explored in Appendix, disregards the reflections and nonlin-
earity occurring in the circuitry. For future work, it is pos-
sible to estimate the modeling error (�(x)) by using several 
measurements with arbitrary control input (x) and fitting to 
the error between measurement and output estimation (â(x) ) 
or directly fitting a complex nonlinear function to the mea-
surements (mi(x)) itself. By eliminating iterations in this 
way, it will be possible to turn the cancellation process into 
real-time.

In the case of STAR imaging, noise is not the only factor that 
affects image quality. For example, vibrations arising from the 

T A B L E  1   Noise spectral density close to the center frequency of 
123.25 MHz for each experiment

Experiment
Calculated 
(dBm/Hz)

Measured 
(dBm/Hz)

1 −150.5 −150.3

2 −132.3 −132

lLPA 3 −126.8 −126.5

4 −149.3 −146.8

5 −149.6 −148.6

lHPA 3 −115.7 −116.2

4 −129.1 −129

5 −149.6 −148.8

Note: Power spectral densities are calculated from the portions of power 
spectrum selected by hand.

F I G U R E  7   Noise PSD for the noise experiments (experiments 3, 4, and 5) and amplifiers LPA and HPA, acquired with a resolution 
bandwidth of 150 Hz at room temperature. Red dashed line marks the minimum achievable noise level. A, Low-frequency (∼5.6 kHz) harmonics 
that can be seen in LPA and HPA are coupling from the power supply of custom amplifiers. Phase noise can also be observed as the spread around 
the center frequency. B, After passive isolation (∼35 dB), it can be observed that both noise and spurs are reduced significantly. Since thermal noise 
is also reduced, some peaks that were not visible became visible. C, After active isolation with, most peaks are cleared out
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gradient switching affect the performance of the cancellation by 
modulating the coupling between the transmit and receive coils, 
and they result in artifacts in the final image. Using a volume 
coil as opposed to small loop coils grants stability, yet vibra-
tions are observed on the residual signal envelope. In this work, 
the problem was circumvented by switching the gradients on 
5 ms before the acquisition. More elegant solutions can be in-
corporated in the future to solve these issues, such as real-time 
tracking and compensation of the leak signal even during the 
reception via an independent receive chain.

6  |   CONCLUSION

In this work, noise in STAR imaging is analyzed, and the 
trade-offs between the parameters of the STAR system and the 
transmit chain are laid-out as a guideline for future applications 
of STAR in MRI. Furthermore, it is shown that the transmit 
noise can be reduced with cancellation in the analog domain. It 
should be possible to use the conventional transmit chains with 
high gain and high noise for STAR imaging by employing an 
active cancellation scheme with high enough isolation, if the 
cancellation system employed supports the power and linearity 
requirements. This can enable higher flip angles and alleviates 
the need for replacing the transmit amplifier. It is shown that 
there is sufficient isolation needed for achieving thermal noise 
at the receive side. After sufficient isolation is attained, re-
moving the residual signal in post-processing does not impose 
SNR loss. Since the residual signal was not removed in the 
post-processing in this work, mild artifacts related to it can be 
seen in the images. With the possibility of using conventional 
amplifiers, STAR imaging can be possible with less scanner 
modification. The isolation threshold for the STAR system can 
be selected according to transmit system parameters and im-
aging bandwidth. In the future, for practical applicability, the 
low cancellation bandwidth problem needs to be solved either 
by matching the vector modulators frequency response to that 
of the leak signal or employing several vector modulators to 
isolate the leak at several frequencies. As the bandwidth in-
creases, since the time available for excitation will decrease, a 
higher nutation frequency might be needed. We observed that 
gradient induced vibrations modulate the coupling coefficient. 
We solved this problem by introducing a gradient-dead time 
which increases the scanning time. By mechanically isolating 
the object, the gradient-dead-time and therefore the scanning 
time can be decreased.

This analysis is verified with a low-noise vector modu-
lator structure in combination with the previously proposed 
algorithm. The algorithm is also described in detail and an-
alyzed. It can be claimed that the algorithm can enable real-
time cancellation of time-varying leak signals coming from 
the transmit chain. The algorithm offers the flexibility of fur-
ther improvement, and it can be used for many different types 

of digitally controlled cancellation circuits. In the future, 
the proposed design can circumvent the issues causing the 
time-varying leak signal, such as load variation, temperature 
changes, etc., which will also allow STAR imaging of the 
moving tissues, such as chest and abdomen.
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APPENDIX A

DECOUPLING ALGORITHM
In this appendix, the details of the decoupling algorithm is 
given. The look-up table construction, which is referred to 
as constellation in this work, and cancellation steps can be 
found below. By understanding how the cancellation works 
and examining the noise sources, isolation performance can 
be increased via tweaking the algorithm or modeling the cir-
cuit better, which in turn may improve the noise performance.

Constellation construction

Following steps can be carried to construct constellation:

1.	 Each branch’s input is swept from state 1 to N while 
the other lines kept at state 1 and S21 of the output is 
recorded. In this case the measurements can be formu-
lated as:

Here, mi(x) is the measurement of the circuit output for 
branch i at state x, ak(x) is the complex coefficient of branch 
k and lcal is the coupled signal coming from the coil con-
nected to the circuit during calibration, if any. Note that for 
this work, there are 1284 set of states in total, since there are 
128 states (N = 128) and 4 branches (M = 4). However, due 
to time constraints, we are only measuring 128 ⋅ 4 different 

(A1)mi(x)=

M∑

k≠ i,k= 1

ak(N)+ai(x)+ lcal
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set of states, just enough to solve the model. How the left-out 
measurements are estimated is explained in the step 2.

2.	 Complex coefficients that are not measured in step 1 
to reduce the data collection time are estimated from 
the measured set as linear combinations of each branch. 
Complex coefficients in the constellation (â(x)) are cal-
culated for a circuit with M delay line and N states, 
and for state vectors x = {xi |xi ∈ 1,⋯, N, i ∈ 1,⋯, M} 
as given in Equation (A2):

3.	 The constellation is sorted by the phase and it is cat-
egorized into sections where in each section phases of 
the coefficients are in some interval with the length of 

Δ�. In this way, the initial index of these sections that 
contain the coefficients with the phases in 
[k ⋅Δ�, (k + 1) ⋅Δ�) are stored, for any k that satisfies 
−𝜋

Δ𝜙
≤ k <

𝜋

Δ𝜙
, k ∈ Z.

4.	 The coefficients in each of these sections are sorted by 
their amplitudes separately. Similar to the previous step, 
they are categorized by their magnitude this time into 
subsections. The indices that point to the boundaries of 
these subsections are stored in another LUT. It will be 
used to jump directly to the vicinity of the estimations 
that have the phase and the amplitude values close to 
the desired signal.

In this work, the LUT was referred to as constellation, since 
it represents the normalized output values that can be achieved 
by the circuit. Once the constellation is known, the cancellation 
loop can be carried out, as in Figure A1.

(A2)â(x)=

M∑

k= 1

mk(xk)

F I G U R E  A 1   The decoupling algorithm. A, Flowchart of the compensation loop. ĉ, l̂  and ŝcomp can be considered as estimated X(f), L(f), and 
Y(f, x) at the center frequency, respectively. B, Model assumed on the vector modulator. In other terms, the output scomp is the weighted combination 
of the input c ⋅ sTx by the complex weight ai of each line. C, A representative visualization of the constellation. Each point represents the value of 
the transfer function at the center frequency for a given x vector. A subsection divided according to the phase and the amplitude can be seen as the 
yellow part
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We analyze the error sources of â(x) in the estimation by 
inserting Equation (A1) into Equation (A2):

Following these equations, estimated coefficients can be 
written in terms of actual coefficients as follows:

Note that K is a constant that adds bias to all estimated super-
posed signals in the constellation. �(x) can be considered a dis-
tortion of the estimate or modeling error depending on the input 
vector x, and ni is the measurement noise coming from mi(x).

Cancellation loop

Let the output measurement of the system at iteration k be 
mk(xk), where xk is the input vector to the STAR circuit at the 
iteration k. If we omit the complex scaling factor due to the 
gain and phase addition of the overall system, mk(xk) can be 
written as:

where lk is the leak signal, and ak(xk) is the output of the STAR 
circuit at iteration k.

From the constellation, an estimate of a(xk), ̂a(xk) is known. 
Hence, the leak signal at iteration k can be estimated using:

For iteration k + 1, we choose the input vector xk+1 so that:

where qk+1 is the error coming from the discrete nature of con-
stellation and â(xk+1) is selected as close as possible to l̂k to 
cancel out the leak signal.

If we insert Equation (A6) and (A7) into Equation (A8), 
we get:

From Equation (A5), we can further expand the equation by 
replacing â(xk) as:

By also replacing â(xk+1) and reorganizing the equation, we 
get:

There are 2 critical remarks in Equation (A11). The first one 
is the constant error in the model coming from K cancels out 
during the feedback loop and does not affect the performance. 
The second is the residual leak, which is determined by quan-
tization error q and difference in the modeling error �(x) in it-
eration k and k − 1. In the case that this difference is zero, the 
algorithm needs only 2 iterations to converge. In the realistic 
case that the difference is non-zero, the algorithm iterates until 
this difference is smaller than the threshold. This observation 
suggests that a model with a smaller �(x) is required to increase 
the convergence rate. However, although the output model used 
in the algorithm is not perfect, it is possible to achieve more 
than 80 dB isolation in this way, as can be seen in Figure 4.

(A3)â(x)=

M∑

k= 1

ak(xk)+K

(A4)K= (M−1) ⋅

M∑

k= 1

ak(N)+M ⋅ lcal

(A5)â(x)=a(x)+�(x)+K+ni

(A6)mk(xk)= lk+a(xk)

(A7)l̂k =mk(xk)− â(xk)

(A8)â(xk+1)+qk+1 =−̂lk

(A9)â(xk+1)=−lk−a(xk)+ â(xk)−qk+1

(A10)â(xk+1)=−lk+�(xk)+K−qk+1

(A11)a(xk+1)+ lk = �(xk)−�(xk+1)−qk+1


