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A B S T R A C T

It is well known that the timing of brief static sounds can alter different aspects of visual motion perception. For
instance, previous studies have shown that time intervals demarcated by brief sounds can modulate perceived
visual speed such that apparent motions with short auditory time intervals are typically perceived as faster than
those with long time intervals. Yet, little is known about the principles and cortical processes underlying such
effects of auditory timing. Using a speed judgment paradigm combined with EEG recording, we aimed to identify
when and where in the cortex auditory timing takes place for motion processing. Our results indicated significant
effects of auditory timing over the medial parieto-occipital and parietal, right centro-parietal, and frontal scalp
sites. In addition, these effects were not restricted to a single ERP component and we observed both significant
changes in early and late components. Therefore, our findings here suggest that auditory timing may take place at
both early and late stages of motion processing and its influences on motion perception may be the outcome of the
dynamic interplay between different cortical regions. Together with accumulating evidence, these findings also
support the notion that audiovisual integration is a multistage process and it may be achieved through more
diversified processes than previously thought.
1. Introduction

Motion processing is an important aspect of vision and crucial for
survival in a dynamic environment. By relying on our estimates of mo-
tion, we are able to interact with quickly approaching objects and
perform the necessary motor actions. There is growing interest in
crossmodal interactions in visual motion perception (see Soto-Faraco
et al., 2003; Hidaka et al., 2015 for reviews). Audiovisual interactions
have been heavily studied in this context. Of particular note, static sound
timing has been shown to alter the perception of various motion aspects.
For instance, the time interval demarcated by brief sounds has been
found to alter the perception of apparent motion in distinct features such
as category (e.g., element vs. group motion as in Shi et al., 2010; see also
Getzmann, 2007), direction (Freeman and Driver, 2008) and speed
(Kafaligonul and Stoner, 2010). Also, it has been shown to modulate the
sensitivity to motion direction (Kafaligonul and Stoner, 2012). These
effects of auditory timing have been mostly explained by the superior
temporal resolution of the auditory system (Welch and Warren, 1980;
Burr et al., 2009) and by a phenomenon called temporal ventriloquism, in
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which brief sounds drive the perceived timing of visual events (Fendrich
and Corballis, 2001; Morein-Zamir et al., 2003; Recanzone, 2003). More
specifically, these time interval effects have been described as brief
sounds capturing the timing of each apparent motion frame and hence
leading to perceptual changes in different motion features.

In particular, temporal ventriloquism effects on perceived speed have
been found to be robust. In these studies, two-frame apparent motion and
two auditory clicks temporally centered with the apparent motion were
typically used. When the time interval between auditory clicks was
smaller than the time interval between apparent motion frames, subjects
consistently judged the apparent motion to be moving faster than the one
presented with clicks of longer time intervals (Kafaligonul and Stoner,
2010). As in other motion studies mentioned above, these changes have
been mainly explained by describing that brief sounds capture each
motion frame in time and drive the timing of these visual events (or the
time interval between these events). Therefore, the shortening and
lengthening in the time interval between motion frames have been
considered to result in faster and slower motion percepts, respectively.
The position of the sound source had little or no influence on these effects
Ankara, 06800, Turkey.
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(Vroomen and Keetels, 2006; Kafaligonul and Stoner, 2010; Ogulmus
et al., 2018). Auditory time intervals can also affect the perceived speed
of apparent motion displays that include more than one object in each
motion frame having different spatial configurations (Ogulmus et al.,
2018). Overall, these behavioral studies provide strong evidence that
auditory time intervals play an important role in shaping perceived visual
speed. However, both cortical and subcortical processes underlying such
temporal effects are quite poorly understood.

Kafaligonul and Stoner (2010) discovered that auditory time intervals
can modulate the perceived speed of apparent motions with short spatial
and temporal offsets. Such apparent motion stimuli are thought to mostly
engage low-level motion areas such as middle temporal area (area MT).
Therefore, these behavioral findings suggest that these audiovisual in-
teractions in time are not restricted to high-level motion areas and
auditory timing may also be used at early stages of motion processing. On
the other hand, Kafaligonul et al. (2018) have recently found no obvious
correlate of temporal ventriloquism effects in area MT of awake fixating
macaques, although they showed that auditory clicks can modulate area
MT activity. In another recent study, Kaya et al. (2017) examined the
effects of adaptation to specific auditory time-intervals on the evoked
activity elicited by visual apparent motion. Their results indicated sig-
nificant aftereffects on the event-related potentials (ERPs) over parietal
electrodes. The amplitudes of early components (50–80ms and
140–180ms time ranges) were significantly changed through adaptation
to auditory time-intervals and these changes were also extended over
occipital scalp regions. The aftereffects on the later (>300ms) ERP
components were more salient and mostly centered over right
centro-parietal electrodes. An emerging hypothesis based on these find-
ings is that auditory timing may be progressively used for visual motion
processing over these areas, starting from parieto-occipital up to
centro-parietal sites. It should also be noted that participants performed a
simple motion direction discrimination task just to draw their attention
to visual motion in these EEG recordings. In addition, the behavioral
performance was high for all conditions and there was no robust differ-
ence between auditory adaptation conditions. Therefore, while such
experimental design was highly informative about the nature of
sub-second time interval adaptation and the aftereffects on the evoked
activity, the findings did not provide a direct relationship between
changes in speed perception and distinct ERP components.

Accumulating evidence also indicates that multisensory integration is
a multistage process and involves cortical networks operating at distinct
stages of perceptual processing (Talsma et al., 2010; Murray et al., 2016).
It has been suggested that these different processes may be adaptively
recruited based on the nature of sensory stimulation and specific task
demands (Senkowski et al., 2007; van Atteveldt et al., 2014). For
instance, Cecere et al. (2017) have recently shown that even a change in
the relative timing (i.e., temporal order) of auditory and visual stimuli
can engage different audiovisual processes operating over distinct ERP
components. In these experiments (see also Cecere et al., 2016), they
used an audiovisual simultaneity paradigm with a single brief sound and
a single visual flash. Based on the leading modality in time (auditor-
y-leading vs. visual-leading stimulus pairs), they found that the organi-
zation of audiovisual interactions differed in terms of scalp activity
patterns within distinct time-ranges. These findings were interpreted as
the involvement of different networks and mechanisms based on the
sensory system engaged first. In other words, different mechanisms of
crossmodal interaction may come into play depending on which signal is
cueing the follow-up processing. The leading auditory stimulus may alert
the visual system of imminent input (i.e., bottom-up attention), whereas
the visual stimulus may have a predictive value for a forthcoming audi-
tory input (Thorne and Debener, 2014). Although such interpretation
may not be directly applied to relatively complex stimulation in the
paradigms demonstrating temporal ventriloquism effects on visual
apparent motion, it is possible that auditory clicks may also engage
mechanisms based on predictions. From an ecological perspective,
moving objects in the environment mostly produce concurrent sounds.
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Similar to other visual and auditory attributes (Spence, 2011;
Orchard-Mills et al., 2016), correspondences between different aspects of
motion and auditory timing may exist. For instance, hearing clicks with a
high flutter (short time interval) or low flutter (long time interval) rates
may have predictive power for faster or slower moving objects, respec-
tively. Such predictive power may engage high-level processing for mo-
tion and speed estimation. Although these previous studies overall
suggest the involvement of different cortical processes in the effects of
concurrent stimulation on perceived speed, the basic properties (time
frame and scalp sites) of such cortical processes remain unknown.

In the current study, we focused on understanding when and where in
the cortex auditory timing (and time intervals) take place for perceived
visual speed and hence attempted to reveal the cortical processes un-
derlying the multisensory nature of speed estimation. We acquired both
behavioral data and EEG (Electroencephalography) activity in tandem
while participants compared the speed of two consecutive apparent
motions presented with different auditory time intervals (i.e., two-
interval forced-choice task on visual speed). Building from previous
workmentioned above, we expected to find significant effects of auditory
timing at both early and later stages of cortical processing. We further
predicted that different temporal parameters (i.e., experimental factors)
defined according to the relative timing of each auditory click and each
motion frame, would take place over distinct ERP components and
electrode sites. To systematically manipulate the audiovisual interactions
specific to auditory timing, we defined two auditory time intervals (short
vs. long) relative to the one between apparent motion frames. Addi-
tionally, we varied the level of temporal disparity between these auditory
time intervals. As the temporal disparity level was increased, the differ-
ence between the two time intervals became obvious and thus the pre-
dictive power of clicks for speed estimation became high. Therefore, we
expected that the temporal disparity level would engage auditory mod-
ulations at later stages of motion processing. On the other hand, since an
increase in disparity level also led to an increase in the time interval
between each click and apparent motion frame (i.e., a decrease in tem-
poral proximity between each click and each visual flash), such manip-
ulation was expected to decrease audiovisual interactions at early stages
of sensory processing. As also mentioned above, compared to vision,
audition has been found to have a dominant role in temporal processing
and tasks dependent on timing (Chen and Vroomen, 2013). Although
such priority of audition has been well studied at the perceptual level, our
understanding of underlying neural mechanisms (in particular within the
sub-second range) is limited. The experimental paradigm studied here
provides a great example of such auditory dominance in time. Therefore,
our systematic manipulations and findings here provide additional
insight into the mechanisms underlying crossmodal temporal processing
within the sub-second range.

2. Methods

2.1. Participants

Twenty-three healthy volunteers participated in this study. The data
of 4 participants were excluded from analysis because either their per-
formances did not meet our criteria in speed judgments (see Task and
procedure) or they had excessive EEG artifacts. Thus, the data from 19
participants were included in the analysis (7 females, 18 right-handed,
age range 19–32 years). All participants had normal or corrected-to-
normal visual acuity and normal hearing. None of them had a history
of neurological disorders. They provided written informed consent, and
all procedures were in accordance with the Declaration of Helsinki
(World Medical Association, 2013) and approved by the local ethics
committee at the Faculty of Medicine, Ankara University.

2.2. Apparatus and stimuli

We used MATLAB version 7.12 (The MathWorks, Natick, MA) with
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the Psychtoolbox 3.0 for stimulus presentation and data acquisition
(Brainard, 1997; Pelli, 1997). Visual stimuli were presented on a 21-inch
CRT monitor (1280� 1024 pixel resolution and 100Hz refresh rate) at a
viewing distance of 57 cm. Luminance values were measured by a
SpectroCAL (Cambridge Research Systems, Rochester, Kent, UK)
photometer. A gamma-corrected lookup table (LUT) was used so that
luminance was a linear function of the digital representation of the
image. Sounds were introduced via insert earphones (EARTone 3A,
Etymotic Research, Village, IL) and amplitudes were measured by a
sound-level meter (SL-4010, Lutron Electronics, Taipei, TW). The timing
of auditory and visual stimuli was confirmed with a digital oscilloscope
(Rigol DS 10204B, GmbH, Puchheim, Germany) connected to the com-
puter soundcard and a photodiode (which detected visual stimulus on-
sets). All experimental sessions were performed in a silent, dimly lit
room.

A small red circle (0.3 deg diameter) at the center of the display
served as a fixation point. We used two-frame apparent motion for visual
stimulation (Fig. 1). In each motion frame, a single bar (0.7� 2.7 deg
with a luminance of 97 cd/m2) was “flashed” for 50ms on a gray back-
ground (20 cd/m2). The bar locations were adjusted in the upper visual
field such that the center of the apparent motion was located 3.4 deg
above the fixation point. The spatial displacement (i.e., center-to-center
horizontal separation) and the inter-stimulus interval (visual ISIv) be-
tween each flashed bar were 1.3 deg and 100ms, respectively. The di-
rection of motionwas either rightward or leftward. Auditory stimuli were
a pair of static clicks. Each click had a 20ms duration, was comprised of a
rectangular windowed 480Hz sine-wave carrier and was sampled at
44.1 kHz with 8-bit quantization. The clicks were introduced binaurally
at 75 dB sound pressure level (SPL).

2.3. Task and procedure

During each trial, the two-frame apparent motion stimulus was pre-
sented twice and the blank interval between each presentation (i.e., the
interval between the offset of the first and the onset of the second pre-
sentation) was 900ms (Fig. 1). In terms of visual stimulation, each
consecutive presentation was exactly the same, but the timing of the
auditory stimulation differed. A pair of clicks were centered temporally
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with each presentation of apparent motion. For one of the successive
apparent motions, the time interval (auditory ISIa) between them was
either shorter than or equal to the time interval between each motion
frame (short condition). For the other one, auditory time interval was
longer than the time interval between each motion frame (long condi-
tion). The temporal order of short and long conditions was randomized
across trials. In addition to these basic auditory time interval conditions
defined relative to the visual time interval, we also systematically varied
the level of temporal disparity between them. In the low disparity con-
dition, the difference between two auditory time intervals in the same
trial was low (short ISIa: 100ms, long ISIa: 160ms). As shown in Fig. 1,
each click was overlapping with the presentation of each bar and either
the onset or the offset of each click matched with the onset or offset of
each bar. On the other hand, for the high level of disparity, the difference
between two auditory time intervals was high (short ISIa: 40ms, long ISIa:
220ms). Each click was not overlapping with the presentation of each
bar in time. For both short and long conditions of high disparity level, the
ISI between each click and each bar (i.e., the first click-the first bar or the
second click-the second bar) was 10ms. In addition to these audiovisual
(AV) conditions (2 auditory time intervals x 2 level of disparity), we also
included 4 auditory-only (A) and 1 visual-only (V) conditions. Except
presenting either auditory or visual stimuli, we used the same stimulus
parameters of the AV conditions in these unimodal conditions. Since two
successive apparent motions were exactly the same during each trial, the
number of trials for the visual-only condition was half of the other con-
ditions so that the number of stimulus presentations was the same for all
conditions. All of these conditions were pseudorandomly intermixed and
presented 12 times during each experimental session. At the end of each
trial, observers indicated, by pressing one of the two keys, which of the
two consecutive apparent motions appeared to move faster (two-interval
forced-choice). After the keyboard press and a variable inter-trial interval
(0.5–1.5 s), during which only the fixation point was present, the next
trial started. Observers were told that the visual stimuli would be
accompanied by clicks but to base their responses solely on the visual
stimuli. They were asked to only fixate and not to respond when there
were not any moving stimuli during a trial (i.e., auditory-only condi-
tions). In other words, as in bimodal (AV) conditions, observers passively
listened to clicks in these auditory-only trials. As will be detailed below
Fig. 1. Experimental design and timeline
of each trial. During each trial, a two-frame
apparent motion was presented to the
observer twice with a temporal delay of
900ms. In terms of visual stimulation, these
consecutive apparent motions were exactly
the same. However, the time interval (ISIa)
between static clicks was either shorter or
equal to (short time interval), or longer (long
time interval) than the ISIv between the
apparent motion frames. At the end of each
trial, observers were asked to report which
apparent motion moved faster. Temporal
order of time interval conditions was ran-
domized and the fixation circle was present
throughout the trial. The difference between
the two time interval conditions was small
and large for low and high temporal disparity
levels, respectively. These disparity level
conditions were introduced in separate trials.
The apparent motion frames and auditory
clicks are represented by flash and
sinusoidal-waveform icons, respectively.
Relative durations of visual and auditory
events are indicated by the thickness of these
icons (height of these icons distinguishes
stimulus modality and is otherwise
irrelevant).
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(see Standard ERP analyses), our ERP analyses were based on testing the
additive model [(AV-A) vs. V or AV vs. (Aþ V)]. By instructing observers
not to perform any task and passively listen to clicks in the auditory trials,
major confounding factors were circumvented in these analyses. For
example, if observers performed a task in the auditory-only trials, the
motor response in the AV trials would be subtracted by the motor
response in the (A) trials and the difference (AV-A) ERP would contain no
motor response. It would be unfair to compare these difference ERPs with
that of visual-only (V) which contains a motor response. A similar
problem occurs when comparing the summed ERPs [i.e., (Aþ V) summed
ERP which contains the summation of two motor responses] with the
corresponding AV (contains only one motor response) ERPs.

Against our instructions, observers could have conceivably ignored
apparent motions and relied only on auditory time intervals for their
speed judgments in the audiovisual conditions. There are specific reasons
for believing that this is unlikely. First, the participants were trained in
speed judgments and completed practice sessions including visual-only
stimulation without any sound or feedback. After these practice ses-
sions, they started the main EEG experimental sessions lasting at most
20min in total (see below). During this time period, it seems unlikely that
they could learn how to use auditory timing and change their strategy for
speed judgments on apparent motion completely. Second, in a previous
behavioral study, a very similar procedure was also used to assess the
temporal ventriloquism effects on perceived visual speed (Ogulmus et al.,
2018). Through an additional control experiment of that study (Exp. 2b),
it was confirmed that the measurements based on the comparison of two
apparent motions with different auditory time intervals (AV short vs. AV
long) in a single trial are reflecting changes in perceived visual speed. In
the control experiment, instead of providing two auditory time interval
conditions (AV short vs. AV long) consecutively in each trial, participants
compared the speed of each time interval condition (i.e., AV short or AV
long) to a common visual reference (i.e., apparent motion without
clicks). The visual ISI of the common reference was changed across
different trials. Accordingly, we expect such design to be more resistant
to any confounding factor due to response/decisional biases on auditory
time intervals. Based on the comparison of each auditory time interval
condition with the common reference, psychometric curves were fitted to
estimate the point of subjective equality (PSE) and perceived visual
speed. The changes in PSE values were in the same direction and in
agreement with the changes observed in the design based on the com-
parison of two sequentially presented apparent motions with different
auditory time intervals. In any case, to make sure that observers per-
formed the task according to our instructions in the main EEG experi-
mental sessions, we also included 12 catch trials in these sessions. In each
of these catch trials, we presented both modalities as in the audiovisual
conditions. However, the auditory time interval for each consecutive
presentation was exactly the same (ISIa¼ 130ms). The visual time in-
tervals (ISIv) used for each successive apparent motion were 40 and
160ms. The order of these visual time intervals was randomized across
trials. The auditory time interval was longer and shorter than 40 and
160ms visual time intervals, respectively. Even though it was expected to
have temporal ventriloquism and this effect of clicks was expected to
reduce the perceived speed difference between two apparent motions,
the difference between the two visual time intervals was high such that
the apparent motion with 40ms ISIv was typically perceived much faster
than the other one. Therefore, an observer who performed the speed
discrimination task according to the instructions should typically have
reported the apparent motion with 40ms ISIv faster than the other one.
Otherwise, an observer whose criteria was only based on auditory time
intervals should not have reported a significant difference between the
speeds of two apparent motions.

Each observer completed four experimental sessions for a total of 48
presentations per condition. They were encouraged to have a short break
(1–2min) between the sessions to maintain high concentration and
prevent fatigue. Prior to these experimental sessions, each participant
was shown examples of apparent motion stimuli followed by practice
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(i.e., training) sessions. In the practice sessions, we only used the visual-
only condition of the main experiment. One of the apparent motions had
a fixed ISIv of 100ms, and the other had a variable ISIv between 40 and
190ms for each trial. The order of these apparent motions was ran-
domized from trial to trial and observers compared their speed at the end
of each trial. Participants who had low-performance values in the prac-
tice sessions were not included in the main experimental sessions.
Moreover, participants, who did not report the apparent motion with
40ms ISIv moved as faster in the majority of catch trials, were also
excluded from further data analysis.

2.4. EEG data acquisition and preprocessing

Procedure for EEG data acquisition and preprocessing steps were
similar to those in our previous study (Kaya et al., 2017). EEG signals
were recorded with a 64-channel MR-compatible system (Brain Products,
GmbH, Gilching, Germany), using sintered Ag/AgCl passive electrodes
mounted on an elastic cap. The placement of electrodes on the cap was
according to the international 10/20 system. Two of the scalp electrodes,
FCz and AFz, were used as the reference and ground electrodes, respec-
tively. A conductive paste (ABRALYT 2000, FMS, Herrsching–Breit-
brunn, Germany) was applied to reduce impedances in each electrode.
Throughout experimental sessions, electrode impedances were kept
below 20 kΩ (typically below 10 kΩ) and monitored for reliable
recording. EEG data were acquired at a sampling rate of 5 kHz and
filtered online by using a band-pass filter (0.016–250 Hz). BrainVision
Recorder Software (Brain Products, GmbH) was used to store stimulus
markers and EEG data on a secure hard disk for further analyses.

EEG data analyses were carried out offline with BrainVision Analyzer
2.0 (Brain Products, GmbH), the Fieldtrip toolbox (Oostenveld et al.,
2011) and our own custom MATLAB scripts (The MathWorks). In pre-
processing, EEG signals were first down-sampled to 500 Hz, and the
cardioballistic artifacts were removed using the signal from the ECG
channel (Allen et al., 1998). Then, the data were filtered through a
zero-phase shift Butterworth high-pass filter (0.5 Hz, 24 dB/octave) and a
50-Hz notch filter (50 Hz� 2.5 Hz, 16th order) to remove the noise from
the power line. After the initial filtering procedure, data were segmented
into epochs from �400ms (before the onset of each apparent motion) to
1000ms (after the onset of each apparent motion). Each trial (i.e., pre-
sentation/epoch) was screened automatically by artifact rejection
criteria as well as manually by eye. In the automatic artifact rejection,
any trial with oscillations over 50 μV/ms, a voltage change of more than
200 μV in a 200ms time window or less than 0.5 μV in a 100ms time
windowwas rejected. Then, an infomax independent component analysis
was applied to these epochs to remove common EEG artifacts such as eye
blinks. Bad channels were corrected using topographic spline interpola-
tion (Perrin et al., 1989). Trials with artifacts were rejected from further
analyses. After applying standard preprocessing procedures, on average
2.37% of trials were rejected per condition. The percentage values for
each condition are presented in Supplementary Table S1.

2.5. Standard ERP analyses

EEG signals from each specific electrode location were averaged
across trials to compute event-related potentials (ERPs) time-locked to
the onset of visual apparent motion (and to the corresponding time point
in auditory-only conditions). These averaged ERPs were filtered with a
low-pass filter to further smooth the signals (40 Hz cut-off frequency).
Baseline correction was applied according to the activity in the �145 to
�45ms preceding the onset of each apparent motion. Within this time
range, there was no stimulation (i.e., no auditory clicks or apparent
motion frames) for all the experimental conditions.

In the specific audiovisual paradigm studied here, observers per-
formed a visual task (i.e., speed judgment) and listened to sounds
passively. Visual apparent motion and auditory clicks acted as primary
and secondary task-irrelevant stimuli, respectively. Such experimental
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design implies that the information provided by audition (secondary
modality) interferes and interacts with the motion/speed estimation
primarily carried out by the visual system. Therefore, in our ERP ana-
lyses, we relied on the application of an additive model to detect
nonlinear neural response interactions and to reveal modulations of these
nonlinear components by auditory timing (Stevenson et al., 2014 for a
review and comparison of models). In these ERP analyses (e.g., Mishra
et al., 2007; Cappe et al., 2010; Naue et al., 2011), the ERPs in response to
the bimodal (AV) conditions are compared with the synthetic summed
ERPs in response to the corresponding auditory-only (A) and visual-only
(V) conditions. This is also equivalent to comparing synthetic difference
(AV-A) ERP with that of visual-only. Accordingly, to identify significant
changes specific to auditory timing and time intervals, we subtracted the
averaged ERPs of the auditory-only (A) conditions from those of the
corresponding audiovisual (AV) conditions.

2.6. Statistical analyses

Our statistical analyses were oriented to reveal the main effects of
each temporal factor (Time Interval: short vs. long, Disparity Level: low
vs. high) and two-way interaction. We relied on paired t-tests and
ANOVAs on the difference (AV-A) ERPs. It is important to note that a
paired t-test or an ANOVA test on the (AV-A) difference ERPs leads to the
same statistical results as the one on the [AV- (A þ V)] difference ERPs
since exactly the same visual-only (V) data point is subtracted from the
four (AV-A) conditions in the later one. Moreover, these tests were
designed to reveal significant changes specific to auditory timing in these
bimodal difference (AV-A) ERPs rather than comparing a specific dif-
ference ERP to that of visual-only (i.e., a baseline). Any confounding
factor that existed in all the bimodal conditions (i.e., in all the difference
ERPs) and did not change with auditory timing were not reported as
significant. Hence, they are expected to be resistant to any confounding
factor such as common anticipatory processes that might lead to spurious
early interactions (Teder-S€alej€arvi et al., 2002; Besle et al., 2004).

Cluster-based permutation test was carried out at the first stage of our
statistical analyses. In this analysis, a data-driven non-parametric
framework is used to solve the problem of multiple statistical compari-
sons and to cluster selected samples objectively (Maris and Oostenveld,
2007; Groppe et al., 2011). In brief, two conditions were compared at
each electrode location and each time point via paired samples t-test
(α¼ 0.05). All significant samples (electrode, time point) were clustered
on the basis of spatial and temporal proximity and the t-values within a
cluster were summed to have cluster-level statistics. We required at least
three neighboring electrodes to form a cluster. To generate the null hy-
pothesis distribution of the cluster-level statistics, this procedure was
repeated using 10,000 random permutations of the original data and
with the help of the Monte Carlo method. A cluster in the real data was
considered to be significant when it fell in the highest or the lowest 2.5th

percentile of the generated distribution (corresponding to the signifi-
cance level of a two-tailed test). Since this test can only compare two
conditions at a time, we used derived waveforms by combining or sub-
tracting the difference (AV-A) ERPs across different conditions. For the
main effect of time interval, the difference ERPs of disparity levels were
combined (i.e., averaged) and then, these two combined waveforms were
provided as input to the cluster-based permutation test (combined
shortAV-A vs. combined longAV-A). The difference ERPs of time intervals
were combined at each disparity level and compared (combined lowAV-A
vs. combined highAV-A) for the effect of disparity level. The differential
effects of time interval at each disparity level (i.e., two-way interaction)
were illustrated by subtracting the difference ERPs of time intervals
(shortAV-A – longAV-A) at each disparity level and a cluster-based per-
mutation test was used to compare these subtracted waveforms (sub-
tracted lowAV-A vs. subtracted highAV-A). In our previous study, we used a
two-frame apparent motion with highly similar parameters (Kaya et al.,
2017). More important, the timeline of apparent motion was exactly the
same as the one used here. The results indicated that two-frame apparent
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motion elicits strong P1, N1 components, later positivity around 300ms
and beyond 400ms. We focused on these major components reported by
prior research. The cluster-based permutation tests and comparisons
were performed in 4 different time-ranges (0–140ms, 140–240ms,
240–380ms, 380–550ms post-stimulus onset) which were arranged to
cover conveniently each of these major components.

Based on the outcome of cluster-based permutation tests, we identi-
fied significant effects of auditory timing and spatiotemporal clusters
associated with these effects. To display evoked brain activity time-
courses for illustrative purposes, we also identified time windows and
cluster of electrodes (i.e., exemplar sites) over which these spatiotem-
poral clusters were mainly located. For the identified time windows and
exemplar sites, we computed the averaged ERP amplitudes (i.e., AV-A
amplitudes) of each participant and performed two-way repeated mea-
sures ANOVA, with time interval and disparity level as factors, on these
averaged values. To understand the nature of a significant two-way
interaction, post-hoc paired t-tests were applied. Moreover, we
compared the averaged ERP amplitude of each condition (i.e., AV-A of
each timing/time interval condition) with that of visual-only (V) by using
paired t-tests. Any significant deviation from the visual-only condition
indicated a super-additive [AV > (A þ V)] or a sub-additive interaction
[AV < (A þ V)].

2.7. Source localization analyses

Similar to previous studies (e.g., Urgen et al., 2018), the derived (e.g.,
combined or subtracted) waveforms were used to locate neural genera-
tors for scalp topographies in three-dimensional cortical space. The
Standardized Low-Resolution Brain Electromagnetic Tomography
(sLORETA) technique was employed (Pascual-Marqui, 2002). sLORETA
divides intra-cerebral volume into 6239 voxels with 5mm spatial reso-
lution. The standardized current density at each voxel is computedwithin
a realistic head model using the Montreal Neurological Institute
(MNI152) template (Mazziotta et al., 2001). This computation is based
on a linear weighted sum of the scalp electric potentials. sLORETA has
been proven to achieve reliable localization of possible sources and the
validity of these sources was confirmed by other techniques such as
functional magnetic resonance imaging (Sekihara et al., 2005; Hoffmann
et al., 2014). Within the identified time windows, the source estimations
were performed for each participant and each derived waveform.
sLORETA images were compared across experimental conditions (Time
Interval: combined shortAV-A vs. combined longAV-A; Disparity Level:
combined lowAV-A vs. combined highAV-A; Interaction: subtracted lowAV-A
vs. subtracted highAV-A), using built-in voxel-wise randomization tests
with 5000 permutations based on statistical non-parametric mapping
(Nichols and Holmes, 2002).

3. Results

3.1. Behavioral results

The trials excluded during the EEG preprocessing stage were not used
for the analysis of the behavioral data, and the average percentage values
from each subject and group-averaged data are shown in Fig. 2. In
agreement with the previous findings (Kafaligonul and Stoner, 2010;
Ogulmus et al., 2018), the apparent motion with short auditory time
interval was perceived to move faster than the one with a long time in-
terval in more than 60% of the trials, although these apparent motions
were identical in terms of visual stimulation. For both disparity levels,
the percentage values were significantly higher than the 50% chance
level (two-tailed t-test using Bonferroni adjusted α¼ 0.05/2; low
disparity: t18¼ 9.413, p< 0.001; high disparity: t18¼ 31.613, p< 0.001).
Compared to the low disparity condition, the percentage value for the
high disparity level was significantly higher (t18¼ 8.468, p< 0.001). This
indicates a significant amplification and modulation of the perceived
speed difference between short and long time interval conditions by



Fig. 2. Behavioral data (n¼ 19). The percentage of apparent motion with
short auditory time interval seen as faster is displayed as a function of temporal
disparity level. The data from individual participants are shown by gray, and the
group-averaged data are displayed by black symbols. Error bars corre-
spond to� SEM.
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temporal disparity, and hence suggests a significant interaction between
the two factors. With regards to the visual-only condition, in which there
were no auditory clicks and physically identical apparent motions were
compared, participants perceived the first and second apparent motions
in time as almost having the same speed. The percentage of trials in
which the first apparent motion seen as faster was close to 50% chance
(M¼ 47.77%, SEM¼ 5.33%) and it was not significantly different than
this level (t18¼ 0.419, p¼ 0.681). An additional analysis on catch-trials,
in which the auditory time intervals were the same but the time interval
between the apparent-motion frames (ISIv) differed, was carried out. The
percentage of catch-trials in which the apparent motion with short visual
time interval seen as faster was significantly higher than the 50% chance
(M¼ 70.75%, SEM¼ 2.49%, t18¼ 8.349, p< 0.001). Overall, this con-
firms that participants performed speed discrimination according to the
instructions and suggests that any decisional bias on auditory time in-
tervals (e.g., using only auditory time interval and completely ignoring
visual apparent motions during speed discrimination) was limited.

3.2. Effects of auditory timing on the ERPs: time-course, scalp
topographies, and source estimations

A cluster-based permutation test in the N1 component range revealed
a significant effect of time interval (short vs. long). Within this time
range, the average activities for short auditory time intervals were more
negative (larger N1 amplitude) compared to those of long time intervals
(Fig. 3). The significant difference was present at the right hemisphere
and mainly clustered over centro-parietal scalp sites in the 150–200ms
time range (cluster-level tsum¼�650.559, p¼ 0.017). The time interval
effect also spread over parietal, central, and temporo-parietal electrodes
(Fig. 3A). An additional sLORETA analysis comparing the short and long
time interval conditions suggested that this effect was associated with
changes in the right parietal (inferior parietal lobule, postcentral gyrus),
temporal (superior and transverse temporal gyri), and insular cortices.
Compared to the time interval factor, the significant effects of disparity
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level (low vs. high) occurred in a later component (~300ms, cluster-
level tsum¼ 963.389, p¼ 0.024). In the 260–310 time range, the effect
was most pronounced over right frontal and fronto-central electrodes and
the averaged activities for low disparity conditions were higher than
those of high disparity conditions (Fig. 3A and B). Although there was a
similar modulation over some of the left frontal electrodes, the main
effect of disparity level was stronger and dominant at the right hemi-
sphere. The significant spatiotemporal cluster associated with this effect
even included some of the right fronto-temporal and temporal electrodes.
The supplementary source localization analysis pointed to changes in the
activations of right superior frontal gyrus.

The differential effects of the time interval for each disparity level
were revealed through the interaction between the two factors. There
were early (150–200ms time range, cluster-level tsum¼�1066.458,
p¼ 0.010) and late (490–540ms time range, cluster-level
tsum¼�674.945, p¼ 0.023) significant two-way interactions. For both
time windows, the effect of time interval was in the opposite direction for
each disparity level (Fig. 3A and B). In terms of scalp topography, the
significant two-way interactions were mostly clustered over medial pa-
rietal electrodes and also extended over occipital and central regions. The
additional analyses suggested that early (150–200ms) two-way inter-
action was due to the sources localized in the middle occipital gyrus and
cuneus. Moreover, they revealed that the modulations in the middle
occipital gyrus were also associated with the later (490–540ms) two-way
interaction. The cluster-based permutation tests did not reveal any other
significant spatiotemporal cluster.

3.3. Effects of auditory timing on the ERPs: averaged ERP amplitudes from
exemplar sites

We also computed average potentials within the identified time
windows for three exemplar sites and these values are indicated by Fig. 4.
Examination of scalp topographies revealed that time interval effects
were dominant over right centro-parietal electrodes within the
150–200ms range (Fig. 4A). This is confirmed by the repeated-measures
ANOVA test (time interval and disparity level as factors) on the average
potentials of difference ERPs (Fig. 4D). In this time-range, we found a
significant effect of the time interval, but the effect of disparity and two-
way interaction were not significant (Table 1). The average potentials for
short time intervals were smaller than those of long intervals. Moreover,
we compared the average potential of a specific timing condition (AV-A)
with that of the visual-only (V) condition. For the long time interval
condition of low disparity, the average potential was significantly higher
than that of visual-only. This suggests a super-additive (AV > A þ V)
audiovisual interaction for this condition.

The disparity level became influential over frontal sites and was most
dominant at the right hemisphere (Fig. 4B). Additional ANOVA tests on
the average activities of difference ERPs indicated a significant effect of
disparity for 260–310ms time range. For this time range, an increase in
disparity level led to a decrease in the average activity. On the other
hand, there was no significant effect of time interval and no two-way
interaction. In terms of these average amplitudes (AV-A), comparison
of each condition with the visual-only condition did not indicate a sig-
nificant difference, suggesting that there was no super- or sub-additive
interaction within this time frame over these electrodes (Fig. 4D).

Our behavioral results indicated a significant increase in the
perceived speed difference between short and long conditions as the
disparity level was increased. In a previous study, Kafaligonul and Stoner
(2010) found similar results. They also explicitly showed that when the
temporal disparity is increased, the perceived speed of the short and long
conditions increase and decrease, respectively. Overall, these behavioral
results suggest a significant interaction between time interval and
disparity level. Therefore, the cluster of electrodes, over which a signif-
icant two-way interaction is observed, has particular importance here.
The averaged ERPs from an exemplar site for the two-way interaction are
shown in Fig. 4C. At this exemplar site, the interaction between time



Fig. 3. Scalp topographies and source estimations. The significant spatiotemporal clusters were present in three distinct time windows (I: 150–200ms; II: 260–310;
III: 490–540ms). The temporal locations of these time windows are marked on the timeline. (A) Difference topographical maps and whole-brain t-maps from sLORETA
source estimations within each identified time window are displayed in different panels separated by dashed borders. For the main effects and two-way interaction,
derived waveforms were used (Time Interval: combined shortAV-A – combined longAV-A; Disparity Level: combined lowAV-A – combined highAV-A; Interaction: sub-
tracted lowAV-A – subtracted highAV-A; see Methods for additional information). The electrodes, which were part of a significant spatiotemporal cluster for at least
20ms of contiguous data in the time-range, are marked by filled circles on the difference maps. Viewing angle of the 3D inflated brain templates was arranged
according to the topographical maps and the significant scalp sites above. Color bar under each 3D brain template represents voxel t-values. The sign of the difference
between derived waveforms is represented by negative (blue) and positive (red) t-values. Scaling was arranged so that shaded colors indicate extreme t-values (i.e.,
upper/lower limits marked on the color bar and beyond). (B) Voltage topographical maps of individual auditory timing conditions. In each panel, the topographical
map of difference (AV-A) ERP for each time interval and disparity level condition is shown in separate columns and rows, respectively.
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Fig. 4. Averaged activities from three exemplar scalp sites (n¼ 19). The exemplar sites for the time interval and disparity level consisted of all the electrodes
highlighted in Fig. 3. The exemplar site for the two-way interaction included electrodes which were part of both early and late significant spatiotemporal cluster. (A)
Right centro-parietal scalp sites (PO4, P4, P6, P8, CP4, CP6, TP8, C4, C6, FC4, FC6), (B) Right frontal scalp sites (C6, T8, FC4, FC6, FT8, FT10, F4, F6, F8, AF4, AF8),
(C) Medial parietal scalp sites (PO3, POz, P3, P1, Pz, P2, CP3, CP1, CPz, C1). Grand-averaged ERPs for audiovisual and auditory-only stimulation are shown in the left
plots. The corresponding difference (AV-A) and visual-only ERPs are displayed in the right plots. The ERPs for low and high disparity level conditions are shown in
separate rows. (D) Averaged ERP amplitudes in different time windows as a function of temporal disparity level. The temporal location of each time window is shown
in the difference ERP plots on the left. The values for each time window and each exemplar site are displayed in separate plots. In each plot, the filled (red) and open
(blue) circles correspond to short and long time interval conditions, respectively. The green square indicates the mean value for the visual-only condition. Error bars
indicate standard error (�SEM) across participants. A significant difference between each auditory timing and the visual-only condition was marked with an asterisk
sign (two-tailed paired t-test, p 0.05).
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interval and disparity level was mainly in the 150–200ms and
490–540ms ranges. In the 150–200ms time range, the time interval had
distinct effects on the average potentials of difference ERPs for each
disparity level (Fig. 4D). For the low disparity level, the average potential
of the short condition was smaller than that of the long condition. It was
in the reverse direction for the high disparity level. As opposed to
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changes in the percentage values of behavioral data, the difference be-
tween average values of the time interval conditions was larger in the low
disparity level. Post-hoc pairwise comparisons indicated that the differ-
ence between short and long time intervals for the low level was signif-
icant (t18¼�3.385, p¼ 0.003), but the difference was not significant for
the high level (t18¼ 1.489, p¼ 0.154). For the 490–540ms time range,



Table 1
Two-way repeated measures ANOVAs on the averaged ERP amplitudes. The table summarizes the results of ANOVA tests on the data shown in Fig. 4D. In each row,
the values for each time window are shown. The values of each exemplar site are also grouped in separate rows. Significant p values (p 0.05) are highlighted in bold.

Time Interval Disparity Level Time Interval x Disparity Level

F1,18 p η2p F1,18 p η2p F1,18 p η2p

Exemplar Site 1: Fig. 4A
150–200ms 10.361 0.006 0.365 0.039 0.846 0.002 1.515 0.234 0.078
Exemplar Site 2: Fig. 4B
260–310ms 0.385 0.543 0.021 18.190 < 0.001 0.503 0.138 0.715 0.008
Exemplar Site 3: Fig. 4C
150–200ms 0.541 0.417 0.029 0.317 0.580 0.017 7.557 0.013 0.296
490–540ms 0.866 0.364 0.046 0.832 0.364 0.046 10.641 0.004 0.372
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the time interval effects on the difference (AV-A) ERPs were also distinct
and in the opposite direction. In line with the change in percentage
values, the difference between average potentials for short and long time
interval conditions was larger in the high disparity level. Pairwise com-
parisons indicated that the effect of time interval was only significant for
the high disparity level (t18¼ 2.463, p¼ 0.024), such that the long time
interval yielded higher potentials than the short interval. In terms of
changes relative to the visual-only condition, we only found a
super-additive interaction for the short time interval of the high disparity
level in the 490–540ms time window. For all the exemplar sites, we also
carried out statistical analyses in the �145ms to 0ms time range. These
analyses did not reveal any significant main effect or two-way
interaction.

4. Discussion

Although it has been well known that auditory timing through con-
current stimulation affects visual motion perception, there is a limited
understanding of when and where in the brain the underlying processes
operate. Our study provides the first systematic EEG investigation on this
matter. Using a speed judgment paradigm, we identified three distinct
clusters of electrodes over which auditory timing takes place. Over
medial parietal and parieto-occipital sites, we found a significant inter-
action between auditory time interval (short vs. long) and disparity level
(low vs. high) in the 150–200ms and 490–540ms time windows. In the
150–200ms time range (N1 component), the main effect of time interval
was also found to be significant. But, this time interval effect was mainly
located over right centro-parietal, parietal, and temporal scalp sites. The
main effect of disparity level was dominant over (right) frontal regions
within the 260–310ms time range. In particular, the disparity level was
designed to manipulate the predictive power of clicks. Compared to time
interval, it was expected to engage auditory modulations at later stages of
motion processing. Therefore, our results fit well with this original hy-
pothesis and prediction. Our findings also indicate the involvement of
various processes that take place at different stages of visual motion
processing. Thus, they also support the general hypothesis that audio-
visual integration involves cortical networks operating at distinct stages
of sensory processing. In what follows, we discuss each of these identified
scalp sites within the context of audiovisual temporal processing and
recent findings on the multisensory nature of motion perception. At the
final part, we also evaluate our findings from a general perspective and
provide their implications for multisensory research.
4.1. Early and late auditory timing effects over medial parietal scalp sites

We found significant modulations by auditory timing (i.e., time in-
terval and disparity level interactions) centered over the medial parietal
electrodes in early (150–200ms) and late (490–540) ERP components.
These changes were also present at some of the centro-parietal, parieto-
occipital, and occipital electrodes. Previous multisensory studies have
consistently reported significant audiovisual interactions within the N1
component range (e.g., Molholm et al., 2002; Teder-S€alej€arvi et al., 2002,
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2005). These interactions have been mostly interpreted as the influence
of auditory inputs on the sensory processing in visual cortex. Of note,
Stekelenburg and Vroomen (2005) examined the influence of a single
auditory click on the timing of a flashed visual object using a flash-lag
paradigm. As in the original temporal ventriloquism paradigm, they
found that auditory timing significantly affected perceived visual timing.
The amplitudes of the N1 component over parieto-occipital sites were
found to be significantly modulated and these modulations were sug-
gested to correlate with the magnitude of the changes in perceived visual
timing. More recently, Zhao et al. (2018) have observed significant
super-additive interactions in this time-range that contribute to
stream/bounce illusion in which a transient static sound changes the
perceived motion of two moving objects. Overall, our findings are in
agreement with these results by showing significant auditory modula-
tions in the N1 component range (see also below, for the time interval
effect). On the other hand, the later modulations were mostly in agree-
ment with perceptual performance. Within this time window
(490–540ms), as in perceptual performance, the difference between
short and long time interval ERPs (i.e., AV-A ERPs) increased when the
disparity level became higher. The short time interval of high disparity
level also led to a significant super-additive interaction in this range.
Therefore, in an apparent motion design based on pairs of clicks and
motion frames, our findings emphasize the role of the late ERP compo-
nents over parietal and parieto-occipital regions.

Similar to our observations here, it was previously pointed out that
activities over parieto-occipital and occipital regions were enhanced
while subjects were discriminating visual motion directions and listening
to acoustic noise in tandem (Gleiss and Kayser, 2014; Kayser et al., 2017).
In these EEG studies, random-dot displays were used as visual motion and
the acoustic noise was either static or also carried out direction infor-
mation. In particular, when visual and auditory motion direction were
congruent in terms of motion direction, the perceptual performance was
high (Kayser et al., 2017). It should also be noted that static noise may
also increase performance (Kim et al., 2012; Gleiss and Kayser, 2014).
Further investigation of the neural activity revealed multiple processes
operating at different time scales. However, similar to our observations
here, the auditorymodulations in later components over occipital regions
were found to be particularly relevant to the enhancement in perceptual
performance. These results have been interpreted to mean that the later
modulations over these regions may be dependent on feedback from
higher association areas which guide multisensory influences based on
task requirements.
4.2. Auditory time intervals and right centro-parietal scalp sites

In the present study, the differences between the averaged ERP am-
plitudes (AV-A) of short and long auditory time intervals were mainly
significant over right centro-parietal and parietal sites in the N1
component (150–200ms) range. As in similar multisensory studies (e.g.,
Zhao et al., 2018), a significant super-additive interaction in the long
time interval of low disparity level was also observed. Recently, Kaya
et al. (2017) examined the effects of auditory time interval adaptation on



U. Kaya, H. Kafaligonul NeuroImage 199 (2019) 194–205
the ERPs elicited by apparent motion. They found significant aftereffects
(i.e., short vs. long time interval adaptation) on the late (>300ms)
components over right parietal and centro-parietal sites. Though the time
windows do not exactly match, these findings from concurrent stimula-
tion and adaptation design suggest that auditory time intervals play an
important role in the neural activity and in the motion processing over
right parietal and centro-parietal cortices. In fact, this is consistent with
previous studies emphasizing the role of parietal areas in motion esti-
mation. Cortical areas over this region have been known to be multi-
sensory and to play important roles in motion processing. For instance,
right inferior parietal lobe (rIPL) becomes significantly active when
subjects perceive an apparent motion. Moreover, right IPL can be selec-
tively activated by the visual motion engaging high-level attention-based
motion processing, suggesting that this region represents a further stage
than low-level cortical areas [e.g., areas V1 (primary visual cortex), V3A
and MT] in the visual motion hierarchy (Claeys et al., 2003). Mounting
evidence also suggests the involvement of right parietal cortices in the
processing of sub-second time intervals (Battelli et al., 2007; Shuler,
2016). Right parietal lesions (e.g., right IPL) specifically degraded and
introduced deficits in timing tasks (Battelli et al., 2001, 2003). The ac-
tivity in the right parietal cortex (e.g., rIPL) can be modulated through
duration adaptation (Hayashi et al., 2015). Moreover, an application of
brain stimulation to right parietal cortices resulted in changes specific to
sub-second duration judgments (Bueti et al., 2008; Dormal et al., 2016).
Of particular relevance to the current study, Bueti et al. (2008) showed
that the disruption of the right parietal cortex interfered with both
auditory and visual time perception. This suggests that right parietal
cortex may have an important role in perceptual tasks highly dependent
on the timing of stimulation. Accordingly, in combination with these
studies, our findings within the context of motion processing highlight
the importance of the right parietal regions in audiovisual temporal
processing. It is important to note that supplementary source estimations
indicated additional neural generators in insula and the auditory specific
regions of temporal lobe. Using different audiovisual motion paradigms,
previous research showed audiovisual interactions in these regions
(Lewis et al., 2000; Senkowski et al., 2007; Getzmann and Lewald, 2014).
Interestingly, a task requiring cross-modal speed comparison of auditory
and visual motions revealed significant enhancement of anterior insula
activity (Lewis et al., 2000).

4.3. Temporal disparity level and (right) frontal scalp sites

In addition to audiovisual interactions at low-level cortical areas,
previous EEG investigations revealed interactions over fronto-central and
frontal electrodes with basic audiovisual inputs including simultaneously
presented brief sound and visual flash (Molholm et al., 2002). Similar
audiovisual interactions over these scalp sites have been also indicated
by studies using more naturalistic sounds and images (Senkowski et al.,
2007; Stekelenburg and Vroomen, 2007). The late audiovisual in-
teractions over these regions were mostly found to be context dependent
such that its amount significantly changed based on the mismatch be-
tween the content of naturalistic sound and image. More recently, the
ERP findings by Cecere et al. (2017) have suggested that the interactions
over these regions may also depend on the temporal properties of au-
diovisual stimulation. Through a relatively complicated design in terms
of temporal dynamics of stimulation, our results here extend previous
findings by showing that the temporal disparity level between the
auditory time intervals (and also the disparity level between each click
and each motion frame/visual flash) can become significant over
fronto-central and frontal electrodes. While our results support the
modulation of frontal activities by the temporal properties of audiovisual
stimulation in general, the time-range and frontal electrode locations
(i.e., the spatiotemporal profile of the modulations) do not exactly match
with those reported by previous studies. The significant effects of
disparity level over these regions are also meaningful in terms of motion
processing. In particular, the prefrontal cortex (PFC) is generally
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associated with high-level sensory processing and neurons selective to
the direction and speed of visual motion have been observed in this re-
gion (Zaksas and Pasternak, 2006; Hussar and Pasternak, 2013; Wimmer
et al., 2016). Of particular relevance to the experimental design here, it
has been shown that many PFC neurons can be selectively engaged in
discrimination tasks which require subjects to compare the directions or
speeds of two sequentially presented visual motion. The activations over
this region have been proposed to subserve the comparison of sensory
signals and to play an important role in perceptual tasks during which the
comparison of the remembered and current stimuli has to be performed.
Furthermore, subdivisions of this area (e.g., Brodmann area 8) are known
to receive inputs from both motion pathway and auditory cortex
(Romanski, 2007) and the PFC has been proposed to play a role in au-
diovisual motion integration recently (Chaplin et al., 2018).

As mentioned in the previous sections, the interaction between
disparity level and time interval became significant in a later ERP
component of medial parietal and parieto-occipital regions. Moreover,
this late (490–540ms) two-way interaction was mostly in agreement
with perceptual performance in terms of changes due to disparity level
increments. The time-course of these auditory modulations may be
achieved through top-down projections originating from frontal regions.
Such cortical mechanisms may indirectly (or directly) influence the ac-
tivities over relatively low-level sensory areas and thus be involved in
shaping perception (e.g., Knight et al., 1999; Miller and D'Esposito, 2005;
Zhang et al., 2014). Specifically, we suggest that the activations over
frontal regions, due to a change in the temporal disparity level (and
hence due to the predictive power of clicks), may subsequently modulate
the neural activities in parietal and parieto-occipital regions. Likewise,
the right centro-parietal regions may influence these regions through
feedback connections.

Another interesting point worthwhile to mention is that the signifi-
cant modulations over frontal areas might be due to just decisional/
response biases on auditory time intervals. In other words, as the
disparity level was increased, the difference between two auditory time
intervals became more obvious and observers could have only used this
auditory feature rather than performing speed discrimination task on
visual apparent motion. Thus, this change could have led to significant
differences between the ERPs of low and high disparity level conditions
over frontal regions. While we consider that this is unlikely due to the
procedure applied and the behavioral results of catch trials, our ERP
results are also informative to evaluate this interpretation. Such inter-
pretation also implies that observers may have used a different judgment
strategy for performing the task in bimodal (AV) conditions and these
conditions may have also required different task demands than the
visual-only (V) condition. Therefore, according to such interpretation, all
of the bimodal difference ERPs should have been significantly above or
below that of visual-only. However, as shown by Fig. 4, this is not the
case at the frontal exemplar site. In particular, the difference ERPs of both
high disparity level conditions were not significantly different than
visual-only ERP (Fig. 4D). The ERPs from other exemplar sites point out a
similar situation. Overall, our ERP results suggest that the contribution of
any response/decisional bias to the identified time windows and exem-
plar sites was limited.

4.4. Motion estimation as a multisensory and a multistage process

Motion and speed estimation have been extensively investigated by
vision scientists (Kolers, 1972; Nakayama, 1985; Burr and Thompson,
2011). Much of the previous work on speed estimation has been per-
formed in area MTþ [the presumed human homolog of area MT and MST
(medial superior temporal area)], since this area is preferentially acti-
vated during speed discrimination tasks (Huk and Heeger, 2000) and
speed discrimination of non-human primates in which area MT has been
lesioned is impaired (Newsome and Par�e, 1988; Orban et al., 1995;
Rudolph and Pasternak, 1999). Also, the microstimulation of area MT
alters speed perception (Liu and Newsome, 2005). In these studies, the
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manipulations were only based on visual parameters and they were
mostly focused on speed computations in low-level motion areas (e.g.,
area MT). That is to say, they were restricted to themodality of vision and
specific cortical areas. On the other hand, multisensory research ushered
a new perspective of motion perception, wherein information provided
by other modalities (e.g., audition) is also involved in motion and speed
computations (Soto-Faraco et al., 2003; Hidaka et al., 2015). In agree-
ment with this perspective, our findings here highlight the multisensory
nature of motion processing. Using an important aspect of motion (i.e.,
speed), we showed that evoked activity to apparent motion and
perception significantly change by the timing information provided
through audition. Specifically, our EEG study can be viewed as a novel
extension of previous studies on speed. By pointing out specific scalp sites
and ERP components, our findings (within the context of an audiovisual
paradigm) provide comprehensive information on how information
provided by other modalities are involved in speed estimation.

As mentioned in the previous sections, the experimental factors (time
interval and disparity level) defined based on auditory timing had in-
fluences over distinct cluster of electrodes and ERP components. More-
over, the interaction between these factors time interval and disparity
level became significant over another cluster of electrodes in early and
late neural activities. By indicating that auditory timing takes place at
various stages of motion processing, our findings here fit well with the
notion that multisensory integration is a multistage process (Cecere et al.,
2017). We consider that the effects of auditory timing on perceived speed
may be achieved through the dynamic interplay between these identified
regions at different stages of cortical processing. From this perspective,
the present findings also reveal the dynamic and highly interactive na-
ture of multisensory processing. Interestingly, previous reports on
different audiovisual motion paradigms have also emphasized the
involvement of various cortical areas at different stages of sensory pro-
cessing (Baumann and Greenlee, 2007; Lewis and Noppeney, 2010).
They further suggested that each cortical area may have a specific
functional role in motion perception and multisensory processing.

4.5. Limitations and future directions

In our EEG study, we used temporally centered apparent motion and
click sequences. When the temporal disparity level was changed between
the two auditory time interval conditions, the relative timing between
each motion frame and click was also changed. That is to say, we
restricted ourselves to certain temporal profiles in this basic design.
Moreover, an emerging view suggests that multisensory integration is
flexible, context-dependent and that behavioral goals determine the use
of integration mechanisms dynamically (van Atteveldt et al., 2014). A
challenge for the future is to characterize the identified scalp sites under
a rich repertoire of audiovisual temporal profiles and different perceptual
tasks (e.g., time interval estimation). Our experimental design was ori-
ented to test the violation of the additive model and to reveal the mod-
ulations of nonlinear components. To achieve this aim, we had to include
both bimodal and unimodal conditions for each temporal factor. An in-
crease in the number of conditions led to a decrease in the number of
trials per condition. Also, this approach (i.e., testing the additive model)
required us to perform analyses on the derived waveforms. Using the
derived waveforms with these number of trials may have some limita-
tions to carry out standard source localization analyses. Therefore, we
provided the outcome of these analyses as additional supporting infor-
mation. Further detailed investigation of the auditory timing effects in
the anatomical space will be informative.

5. Conclusion

In conclusion, the present study highlights the multisensory nature of
motion estimation and also provides specific information on the cortical
processes underlying this aspect of motion processing. Using a speed
judgment paradigm, we found distinct cortical regions over which
204
auditory timing takes place for visual motion. More specifically, our
analyses on the spatiotemporal profile of the neural activity point to the
involvement of different mechanisms operating at distinct stages of
motion processing. Accordingly, these findings, in conjunction with a
variety of related converging evidence, demonstrate the diversified and
dynamic nature of audiovisual temporal processing.
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